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Abstract

We show that high frequency traders (HFTs) makeresive use of hidden limit orders.
These orders are of small share sizes, aggresgiated near the best quotes, and
generally not informationally motivated. Theory gegts that traders place hidden
orders to limit their option value or delay infortima exposure. Our tests show that
neither the free-option theory nor the informatrenelation theory can explain HFTS’
hidden order usage patterns. To provide groundworknew theory, we offer and
empirically validate two conjectures about HFTs’times for order non-exposure.
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1. Introduction

Public stock exchanges are not fully transpargpeicity — the choice to hide orders
— is on the rise in financial markets. The SEC’'sketdata center shows that hidden
volume’s contribution to trades increased from 1&@ver 30% in the US between
2012 and 2017 our own estimates (see Figure 1) show that 308%b}5of the Nasdaq
limit order book near the best quotes is hiddetoan(high) volatility days?

[Figure 1]

A parallel trend during the last decades has beermise of high frequency trading
(HFT). According to the Tabb Group, while HFT acotad for 20% of U.S. equity
volume in 2005, in 2016 it had reached 50%. Whderalation is not causation, the
outsized influence of HFT in modern financial maskeaises the question: Do high-
frequency traders (HFTs) contribute to opacity wblc exchanges by hiding their
trading interest? We develop testable propositioos theories of order exposure to
address this question and use multi-country datafthg trader and order types to test
these propositions. We find that HFTs extensivedg hidden orders as part of their
trading strategy. This finding is surprising beceatise logic of the extant theories of
hidden order usage suggests that HFTs should itdgaricentive to hide limit orders.

Why should a trader choose to hide her tradingest® Extant theory models this
choice depending on whether the trader is inforrflddinas, 2010; Boulatov and
George, 2013) or uninformed (Buti and Rindi, 20i@)ich ignores differences in
latency (speed), quotation frequency, or monitoringensity among traders. Most
empirical tests that address these theories are momarkets of the pre-HFT era (De
Winne and D’Hondt, 2007; Bessembinder, Panayided %enkataraman, 2009
(hereafter, BPV); Pardo and Pascual, 2012), whaeedswas not as important an issue
as in modern markets. Therefore, there is a needttapolate the theoretical rationale

for order non-exposure to markets populated by HFTs

One strand of the literature we call tfiee-option theory (Buti and Rindi, 2013)
focuses on an uninformed liquidity provider who, Oiplaying large order sizes,
exposes herself to the risk of being picked offfster traders, adversely selected by

! https://www.sec.gov/marketstructure/datavis/ma_erge _hiddenvolume.html#.XM-OauhKg2w

2 Opacity in financial markets come from orders ta fully or partly hidden (iceberg) in lit exchues

as well as venues known as dark pools that are letelypopaque. In lit markets (the focus of thisdst),
fully hidden orders are more prevalent in North Aiveen markets (e.g., US, Canada) while iceberg
orders are widespread in Europe and the Asia-Rdefy., Spain, France, India, Australia).




informed traders, or undercut by parasitic tradersthis framework, the uninformed
trader hides her orders to mitigate their optiotuea(Copeland and Galai, 1983).
Should this narrative apply to HFTs? The literatsihews that HFTs are a significant
source of liquidity supply (Hagstromer and Nord2813), but they use smaller order
sizes (O’Hara, 2015), and monitor markets in nesmtiouous time (Hoffmann, 2014),
resulting in high rates of ultra-fast cancellatigHssbrouck and Saar, 2009). Their limit
orders should therefore have a low option valuerddwer, hidden orders lose time
priority per exchange rules, which increases ttigie to execution. Since the success of
HFTs’ trading strategies relies on speed (BarowgBard, Hagstromer, and Kirilenko,
2018), they should be better off displaying theidess and quickly canceling or
updating their quotes as market conditions necdssit

A second branch of the literature models informeatldérs’ motives for hiding
orders. Thanformation-revelation theory posits that informed traders may use hidden
orders to obscure their trading intentions (Moin2610), thereby reducing the
expropriation of informational rents (Boulatov a@eorge, 2013). Studies show that
HFTs’ trades (Brogaard, Hendershott, and Riord@i4® and orders (Chordia, Green,
and Kottimukkalur, 2018) carry information, althéugveller (2018) emphasizes that
HFTs are not informed in the traditional sense midpcing new information. Rather,
they contribute to price discovery by rapidly ingorating signals gleaned from order
flow (Hirschey, 2018; Korajczyk and Murphy, 2019) public news (Chakrabarty,
Moulton, and Wang, 2019). In this case we expect$to use displayed orders since
such information is short lived and, by losing tirpeority, hidden orders delay

execution.

Thus, whether HFTs are informed or uninformed, gitiee trading technology they
deploy and the unique features of hidden orders&anéxtheory suggests that HFTs
should display their orders.

To test if that, indeed, is the case, we need ttat (a) flag HFT versus other
traders, and (b) provide order level informatioaliling the display condition (hidden
or not). Publicly available trade and quote dataegally do not have either flag. We use
proprietary data from two markets that provide sugemntifiers. Our primary data come

from the National Stock Exchange of India (NSEg fifth largest market in the world



by number of trade$The NSE data furnish rich details on trader actsursing which
we classify each order as coming from one of thmegually exclusive trader types:
proprietary algorithmic traders (i.e., HFTs), oth@agency”) algorithmic traders
(AATs), and non-algorithmic traders (NATs). The N&Hows iceberg orders and in
these data we can identify both the displayed hacidden portions of each order. Our
second data source is the Nasdag exchange in thvehig8 allows fully hidden orders.
The Nasdag data provide one-minute snapshots ofethéest bids and offers in the
order book. For each snapshot, we see all statidnitgorders, whether they are hidden
or displayed, and whether they were placed by Hé&fTeon-HFTs. We use the term
hidden limit orders (HLOs) for both fully hidden camceberg orders, noting that the
NSE HLOs are iceberg orders while the Nasdaq Hu@duwly hidden.

We answer three primary questions related to HFidden order usage — the
“whether”, the “how”, and the “why.” In response wdhether HFTs use hidden orders,
we find that they make extensive use of HLOs. & NSE, in large-cap firms 10.38%
(9.83%) of all limit orders (share volume) subnidttey HFTs are HLOs. Corresponding
numbers for mid-cap and small-cap firms are 36.8%42%) and 15.84% (15.23%),
respectively. In the Nasdaq, HFTs hide 21.8% (1%R%f all limit orders (share
volume) in large-cap stocks, 23.17% (34.71%) fordHcap stocks, and 31.65%
(47.84%) for small-cap stocks.

Analyzing order placement in different layers oé took, for the NSE we find that
HFTs place 46.03% (1.5%) of their hidden (displgyadlers in large stocks at or better
than the best quotes. In fact, over 97.72% of HFALOs in large stocks are placed
within the first five ticks from the best quoten.dontrast, NATs place 39.12% of their
HLOs away from the five best ticks. In small stqck=Ts’ HLOs are rarely placed
away from the five best ticks while NATs place thak of their HLOs far away from
the best quotes. The Nasdaq data corroborate thas’HHLOs are more aggressive
than their displayed limit orders (DLOs) as welllas HLOs of non-HFTs.

So data from both markets indicate that HFTs us©#iLBut how efficiently do
they use these orders? We model this part of thestigation on BPV who find that
HLOs have a lower probability of completion andedknger to execute compared to

similar DLOs, although DLOs have a higher implemna¢éioh cost. How do HFTs

% In our sample period, HFTs contribute 33% of ttaltdaily volume on the NSE. See
https://lwww.nseindia.com/research/content/1314 B&6.



manage this cost-benefit trade-off vis-a-vis ottraders? To test the effectiveness of
HFTs’ hidden order usage, we model the executiabatilities of HLOs placed by
HFTs versus other traders. We find that HFTs’ HU@se thehighest likelihood of
execution. Although HLOs lose time priority, HFTkidden orders have a similar
(higher) fill rate than their displayed orders farge (mid or small) caps, suggesting
that HFTs strategically place HLOs in anticipatiohshort-term volatility increases,
which increases the likelihood of execution. Weatsodel the time to full execution of
HLOs vis-a-vis other orders using survival analysis in Lo, MacKinlay, and Zhang
(2002). This test is particularly relevant in ouwntext, since iceberg orders may
mechanically induce a protracted time to completi®esults show that although
compared to DLOs, HLOs take longer to fully exectiteOs placed by HFTs execute

faster than those placed by other traders.

Clearly HFTs benefit from the increased likelihamfdexecution and reduced time to
completion of their HLOs. But any benefit must beighed against the cost incurred.
To estimate the costs, we use the implementatiortfall metric (Perold, 1988). This
metric has two components: effective cost (pricpant), and the opportunity cost of
non-execution (which measures forgone profits). Wl that HFTs face higher
effective cost for hidden orders, which is expecteite HFTs use more aggressive
HLOs. However, their opportunity cost of non-exémutis lower, indicating less
adverse price movements after their hidden ordemgsions. When combined, the
lower opportunity costs either compensate forxameed, the higher execution costs and
overall HFTs’ HLOs have a lower implementation s$fadk. These findings suggest that
HFTs use HLOs more efficiently than non-HFTSs.

Our final set of tests address the why questiorst ke test the free-option theory
which suggests that large limit orders are morelyiko be hidden. Do HFTs hide
(relatively) larger limit orders? Our results sugighat is not the case. In fact, HFTs use
smaller share sizes for HLOs. In the NSE, HFTs' HKL@verage 456.58 shares
compared to 1139.59 shares for NATs. For displayéeers, the patterns reverse: HFTs
use larger DLOs (1150.50 shares) than NATs (30%lzares). 76.28% (5.11%) of
HFTs’ HLOs (DLOs) in large firms are placed in theder-50-shares category while for
mid and small firms, this rises to 98.72% and 8%96espectively. We also estimate
the probability of hiding a limit order conditionah order size and find that HFTs are

more likely to hide smaller orders. These pattemrgsalso present in the Nasdaq data.



Thus, our results find no confirmation for the faaion theory when extended to the
use of HLOs by HFTs.

To test the information-revelation theory, we exaenwhether HFTs’ HLOs are
informationally motivated using three complementargtrics. First, we measure the
average information content of HLOs for each tragpe. Second, we decompose the
order-flow related component of the efficient pn@giance into proportions attributable
to each trader-type (HFT, AAT, NAT) — order-typaddhen, displayed) combination.
Third, we measure the information share (Hasbro6R5) of each trader-type order-
type combination. We find that HFTs’ HLOs have asignificant price impact once we
account for order aggressiveness, they explaistialest portion of order-flow related
efficient price volatility, and they have the lowesformation share of all trader-type
order-type combinations. Overall, our findings areonsistent with HFTs using HLOs
to trade on time sensitive information and faildonfirm the information-revelation

theory.

Collectively, these results indicate that HFTs #HeOs neither to manage free-
option risk nor to manage information revelatioxising models, therefore, do not
explain why HFTs should use hidden orders, whidls dar new theory to explicitly
model HFTs’ order exposure choice. To that end, andh first step, we empirically
investigate two possible reasons why HFTs may us@®44 (a) to undercut standing
quotes and compete to supply liquiditgnd (b) in anticipation of peaks in short term
volatility. We note here that this is not an extiaslist of the possible reasons why
HFTs use HLOs, but rather tests based on some atBastics of HFT strategies

documented in contemporary studies.

HFTs’ ultra-fast algorithms put them in a positimnanticipate other traders’ orders
(Hirschey, 2018) or detect institutional investorstders that use order-splitting
algorithms (van Kervel and Menkveld, 2019). Using®$, HFTs could undercut
standing orders without revealing their presencddiionally, there could be some
speed advantage to letting the exchange’s engioféwgge) reveal each successive

tranche of an iceberg order, rather than trangmigeveral small DLOs from the HFTS’

4 Offering minimal price improvement to undercut steng quotes and move up in the order queue may
enhance liquidity supply and narrow the bid-askeadr or adversely impact other liquidity suppliérs
such quotes are used to persistently jump aheathofling orders. Since HFTs do not have any fidycia
obligation towards the traders whose quotes theleraut, our tests do not address the illegal maaif
“front running,” where the undercutting party hasls obligation to the party whose orders are underc
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server by monitoring market conditions. We defime umdercutting order as a limit
order that (i) is placed immediately after anoteebmission on the same side of the
market, (i) comes in under 10 milliseconds of girevious order, and (iii) improves
upon the previous price. We find that HFTs are niitedy to use HLOs than DLOs to

undercut existing orders at or near the best quatieg) aggressively priced HLOs.

Foucault, Hombert and Ro (2016) show that traders with speed advantagasyle
anticipatory trading strategies, and evidence insétiey (2018) confirm that HFTs
anticipate order flow. Extending this line of reasm, we ask if HFTs also anticipate
volatility and place non-aggressive HLOs in peridmsore volatility peaks, thereby
improving their probability of execution (a resule documented earlier). Our empirical
tests also confirm this conjecture about the uddldds by HFTs.

This study sits at the cusp of two important issiaesg investors and regulators —
market opacity and high-speed trading. Researclwshtimat when markets allow traders
the facility to hide orders, they substitute nosptiayed for displayed orders and change
their trading aggressiveness (Bloomfield, O’Harad aSaar, 2015). Meanwhile,
improved (pre-trade) transparency can increaseidiiyu and the informational
efficiency of prices (Boehmer, Saar, and Yu, 20@)ce transparency is a cornerstone
of the SEC’s investor protection function, currér@nds have regulators worried that
opacity may be attractive to “bad-actors” (see SEf@irman’s speech)The growth of
HFT has also been accompanied by a frenzy of meahamentaries on its inherent
unfairness. Although studies find that HFT has botsitive (Brogaard, Hendershott,
and Riordan, 2014) and negative (Budish, Cramtod, $him, 2015) effects, there has
been no evidence to date linking HFTs to marketibpa

To our knowledge this is the first study to docuiiiat HFTs make extensive use
of HLOs in lit markets. These orders are differemt characteristics (e.g., size,
aggressiveness), information content (e.g., comioh to price variance), and usage
(e.g., liquidity supply, undercutting) than the HL©f non-HFTs, and do not fit the
logic of order exposure modeled in extant theotyese results are robust in that they
hold for both consolidated (NSE) and fragmented)(lm&rkets, and for iceberg as well
as fully hidden orders, allowing us to rule out kedrdesign or the choice between

partial versus full non-exposure as explanatoryoiac

® https://www.sec.gov/news/speech/speech-clayto7-A1108



We structure the paper as follows. Section 2 revighe free-option and the
information-revelation theories. Section 3 presehtsinstitutional details of the NSE
market, identification of trader account types &idOs, and the samples for the NSE
and the Nasdaq markets. Section 4 addresses thetHerti question using descriptive
statistics and tests of HLO use by trader typesti@e 5 examines the efficiency of
HLO use by HFTs by modeling the likelihood, timeexecution, and implementation
costs, thereby answering the “how” question. SacBoevaluates whether the free-
option theory and/or the information-revelationaheexplain HFTs” use of HLOs and,
finding confirmation for neither, in Section 7 west two conjectures for HFTs’ HLO
use — namely undercutting and volatility anticipati These two sections together
address the “why” question. Section 8 concludesuRe from the Nasdaq sample,
book-building from the NSE data, variable descaptiadditional tests, and selected test

procedures are presented in the accompanying &ttappendix.

2. Theoretical rationale for the use of hidden ordes

Extant theory supports two competing rationalestieruse of HLOs in lit markets:

thefree-option theory and the nformation-revelation theory.

2.1 The free-option theory

Limit orders to buy (sell) are free put (call) apts in that a trader who submits a
limit order on the bid (ask) side of the book wsin option for the counterparty to sell
(buy) a limited amount of shares at a pre-deterdhilivait price (strike), but receives
nothing (no premium) in exchange (Copeland and iGaR83). As a result, trading
through limit orders is costly since these freeim can be executed in the money.
This happens either when the limit order becomepnaed after the unexpected arrival
of adverse public news and is picked off by a fasteder, or when it is adversely
selected by a better-informed trader. Building @tian pricing theory, the free-option
risk of a limit order (its likelihood of executing the money) increases with factors
such as the closeness of its limit price to thetguwidpoint (aggressiveness), its size,
the expected time it will stand in the limit ordevok (LOB), and the volatility of the

stock price.

To mitigate this risk, limit order traders can ntonitheir orders and cancel or revise
them as needed, but monitoring is costly (Liu, 2088ng and Liu, 2010). Or, they can
follow a passive strategy and place their limitessdaway from the best quotes, but that
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increases their non-execution risk which involvesogportunity cost in the form of
forgone profits (Hasbrouck and Saar, 2009). Altevedy, investors can mitigate the
free-option risk by (totally or partially) hidindpeir limit orders (Aitken, Berkman, and
Mak, 2001). By choosing to hide, the investor rexfuthe option value of the limit
order to both better informed and faster tradefslenstill placing the order close to the

best quotes.

Traders who display large trading interests usingitl orders also expose
themselves to parasitic traders such as front-msnfa@so known as quote-matchers or
penny jumpers), who profit by trading ahead of ¢alighit orders they expect will have
significant price impacts (Harris, 1997). Buti aRthdi (2013) develop a model where
large uninformed limit order traders face exposoosts in the form of aggressive
undercutting by parasitic traders. In their mo#lOs prevent the friction generated by

such undercutting.

2.2. The information-revelation theory

Early market microstructure theory (e.g., Glosten #Milgrom, 1985) presumed
that informed traders buy and sell aggressivelynwgisnarket orders. More recently,
theoretical (e.g., Kaniel and Liu, 2006), empirigalg., Anand, Chakravarty, and
Martell, 2005), and experimental (e.g., Bloomfie@Hara, and Saar, 2005) studies
suggest that informed traders may choose to prawther than take liquidity, thereby
using limit orders. O’Hara (2015) claims that s@picated informed traders rarely cross
the spread in modern high frequency markets. Camlg, Brogaard, Hendershott, and
Riordan (2019) find that nowadays price discoverguss predominantly through limit
orders.

Our question is whether informed traders hide theiit orders. The information-
revelation theory suggests that informed traderg ns® HLOs to obscure their trading
intentions, so as to delay the revelation of tpeivate information, minimize the price
impact of their trades, and thus maximize the rémey can extract from their private
signals (Harris, 1997). The notion that informeadars look for ways to camouflage
trading is not new. Admati and Pfleiderer (1988);, éxample, propose a model in
which informed traders conceal their market ordeadihg among that of the
uninformed. Similarly, HLOs provide an opportunitipr informed traders to
camouflage their trading.



Intuitively, if the private information is subst#dtand will not become public soon,
informed traders may choose to trade less aggedgdig.g., Harris, 1998; Kaniel and
Liu, 2006). In such a case, they may choose HLOsatwsact larger volumes without
signaling their presence. Moinas (2010) developaoael where liquidity providers,
who are informed with some probability, may chotséide their large limit orders so
as to obscure their presence to uninformed liqui@ikers who may otherwise refuse to
trade, especially when information asymmetry riskigh.

Boulatov and George (2013) examine whether HLOsaeod market quality by
attracting traders that otherwise would not provideidity in lit markets or, rather,
degrade market quality by leveraging the advantafgyéenformed traders over the
uninformed traders. In their model informed tradeiatly decide whether to make or
take liquidity, and whether their liquidity supply hidden or displayed. The model
predicts that allowing HLOs will draw more informégders into liquidity provision,

intensifying the competition for liquidity supplfs a result, market quality improves.

In sum, the free option theory posits that HLOs @ed by uninformed traders to
manage the option value of their (large) limit asjavhile the information revelation
theory posits that traders who possess informatianh can be appropriated by faster

traders will use HLOs to minimize such exposurksis

3. Institutional features, trader identification, and sample selection
3.1. NSE: trading protocol, iceberg orders, and HFTidentification

With over 80% of the total traded volume, the NSEhe dominant market for its
1300+ listed stocks. It is a completely order dnivearket. The NSE allows traders to
place dark orders by choosing the “iceberg” optwith a mandatory minimum
exposure of 10% (of the original volume). Once fing tranche is executed, the next
tranche is automatically displayed. All tranches af the same size (10% or greater of
the original order). The market operates on priq@esure-time priority whereby non-
displayed volume loses time priority to any disgldywolume at the same price. Thus,
the iceberg order provision of the NSE is similarthat used on the Euronext and
analyzed in BPV. There are no dark pools in thiskeia so traders who want to hide
orders have only iceberg orders in the lit marlsetheir option. For more details on the
general institutional features of this market, wéer readers to Kahraman and Tookes
(2017).
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We obtain order and trade data directly from theENBor each trading day, we
access a message file and a trade file. The mefikagentains every message for each
stock including the ticker symbol, price, quantilyd timestamp in jiffies (one jiffy is
33.3564 picoseconds or (1/27{&)f a second). Similar to the ITCH data of the Napd
platform, for every order this file includes ordentry, modification, execution and
cancellation events. The trade file contains araleginformation for each trade. By
allowing temporal tracking of each order and matgtorders to trades, these data allow
us to build the complete limit order book (LOB)aaty time instant. Internet Appendix
A provides details on building the LOB from the N8&a.

Both the message and the trade files provide seflags or identifiers. For the
purposes of this study, we use three of these :fl@gent, Order Entry Mode, and
Modifier condition. Client classifies trader accounts in@ustodian, Proprietary and
Others. Custodian represents traders who are members of the exchamgeo not
conduct their own clearing or settlement. This graomprises primarily of foreign
institutional investors, mutual funds, and finahgisstitutions. TheProprietary flag
applies to members of the exchange who trade far dwn proprietary accounts, and
Other applies to all other customers of the exchange ainploy their own clearing

member.

Order Entry Mode flag applies to eac@lient flag and shows one of the two possible
order entry systems used to interact with the N3iEig order marketAlgorithmic if
order entry and management is done using an digo@indNon-Algorithmic if a client
uses a manual system. The product of the tGliesat flags and twdDrder Entry Modes
enables us to identify six distinct message origpms. Our particular focus is on the
Proprietary client usingAlgorithmic order entry mode to trade on their own account.
That is the definition of HFTs (SEC, 2FJ&nd we can cleanly identify the message
traffic from HFTs in our data. We group all otheessages with thalgorithmic flag
into the agency algorithmic trader (AAT) type ant raessages flagged witNon-

Algorithmic order entry mode as non-algorithmic traders (NATS)

A key advantage of our identification is that, Ueliprevious studies, we classify
HFT at a finer granularity. For example, when aléraconducts prop trades using

algorithms, we classify those trades as HFT, butrwiiis same trader conducts client

® Securities and Exchange Commission concept remaseuity market structure. Available at
https://www.sec.gov/rules/concept/2010/34-61358.pdf
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trades using algorithms, we do not count those [&§. Hhis overcomes some known
limitations of popular HFT identifying databasestticlub all HFTs as pure-play (e.qg.,
the Nasdaq HFT database used in Brogaard et dl4) 29 allow for mixed categories
that cannot be exactly classified as HFT (e.g.,BO&OFIDAI data used in Boussetta,

Lescourret, and Moinas, 2017).

Finally, theModifier flag identifies all orders entered with an icebeogdition and
shows the minimum display volume, allowing us te beth the lit and dark proportions

of each iceberg order.

3.2. Nasdaq hidden orders and trader identification

The Nasdaq data of this study has been used inadeeeent papers, for example
Carrion (2013), and O’Hara, Yao, and Ye (2014). Buolike these studies that use the
trade files, we use the LOB files provided in thea¢a. Nasdaq allows traders to fully
hide an order. In our data, all available liquiditly the Nasdaq book is shown at one-
minute snapshots from 9:30 a.m. to 4:00 p.m. (siek). We have data for the first full
week of the first month of each quarter during sample period (2008 and 2009) the
crisis week of Sept 15 — 19, 2008, and the weeketf 22 — 26, 2010. These records
have a buy/sell indicator to denote whether ligyigvas on the bid or offer side, limit
price, a flag to indicate HFT, a flag to denotéhé liquidity is displayed or hidden, the
ticker symbol, order size, book snapshot time aatk.dFor each snapshot, order by
order records representing the ten best pricedddesplayed and hidden) on each side

of the market are shown.

3.3 Sample selection

HFTs have a preference to trade large stocks (Brdget al. 2014). To ensure even
representation of both HFTs and other trader tyfresn the NSE data we select a
(market cap) stratified sample of 100 stocks a®vid. We begin with the 1254 listed
stocks in the NSE in September 2013, filter out 8Bfks that are not in continuous
trading session in our sample period October toeDder 2013 (61 trading days). We
also exclude firms that (i) have a closing priceRst 1 or lower, (ii) have fewer than
100 trades per day on average, (iii) trade less 10 shares a day, (iv) have a traded
value per day of less than Rs. 100000 over the kapgriod, (v) have market-cap
values in the Bloomberg and CMIE Prowess databtmsgsdiverge by over 10%, (vi)
are involved in NSE or MSCI index changes. Thelseréi reduce our universe of stocks
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to 695, which we sort by market capitalization gnoup into deciles. From each decile,
we select the top 10 stocks to generate the sanfid@0, with 30 large-cap stocks, 40
mid-cap stocks and 30 small-cap stocks. All compafgrmation come from the CMIE
Prowess (analogous to Compustat), a database aaninfirms which covers
approximately 80% of the NSE stocks (Kahraman amaké&s, 2017). Panel A of Table
1 shows the descriptive statistics of our sample.

[Table 1]

The average firm in our sample has over 448 billiopees market capitalization
(about 7 billion USD per the exchange rate on 06720Large-cap firms have a market
capitalization of about 1465 billion rupees (24dibrl USD), which is smaller than the
large cap firms in the Nasdaq HFT dataset (Brogatal., 2014). Volume and number
of trades are higher, and relative spread (ratiahef quoted spread to the quote
midpoint) is much smaller for the large firms thand-sized and the small firms, as
expected. While both the accumulated displayed ladden depths in the LOB are
higher for large firms than mid- and small-sizednf, the differences are larger for
displayed than for hidden depth.

To benchmark our direct identification of HFTs aggimuch of the literature that
uses proxies for HFT activity, in Panel B of Tallleve report message traffic and
cancellation statistics by trader categories antsascthe three market cap groups.
Comparing across each row, we see that HFTs acéounmtuch greater message traffic
(defined as the sum of submissions, cancellatiand,revisions) either than the AATs
or the NATs in the large cap stocks, but not in thiel-sized or the small stocks.
However, when we scale message traffic by the nuwibeades executed, HFTs show
a bigger presence even in the mid- and small-capsfiThis preponderance of HFTs to
generate large message traffic volume echoes sirfiildings from the US equity

markets (e.g., Hendershott, Jones, and Menkveltl)20

The Nasdaq dataset consists of trades and quotea sample of 120 stocks,
stratified by market capitalization and evenly spktween Nasdaq and NYSE listing.
Table IB 1 in the Internet Appendix B shows somscdetive statistics of this sample,
including HFTs’ presence at the top of the ordeskoand their hidden order usage. For
the full sample, over 71% of the time there is bwld/olume at the best quotes; this

number goes up to almost 80% for large stocks arabout 67% for small cap stocks.
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HFTs are at the best quotes 67.41% of time in tHesémple and 93.23% (46.11%) in
the large (small) cap stocks.

4. The “whether” question: Hidden order use

Both the theories we reviewed earlier suggest weishould not expect HFTs to
hide their limit orders. In this section, we examinhether HFTs indeed use any HLOs.
To do so, we begin by examining the placement dfiém and displayed orders in the
LOB, and compute the accumulated displayed anddmplayed depth, both in the

number of orders and in share volume. Table 2 tejbe results.
[Table 2]

In Panel A, we show the proportion of HLOs relatteeall limit orders submitted,
both for the number of orders and the volume ofeshaComparing across the first row,
10.38% (9.83%) of all orders (volume) submitted ByTs in large cap stocks are
HLOs. Although HFT message traffic is highest ie flarge cap stocks (Panel B of
Table 1), we find that HFTs’ use of HLOs is gredimr mid-cap stocks. They place
36% (34.42%) of all orders (share volume) as HLOmid-cap stocks. In Panel B, we
show each trader type’s share of both DLOs and HIEPSIs account for 34.67% of
DLOs but only 9.28% of HLOs in the large stocksThble IB 2, we report statistics on
hidden volume used by HFTs in the Nasdagq marketllebng the findings for the
NSE, HFTs hide 21.8% (15.25%) of orders (volume)ldoge caps, 23.17% (34.71%)
for mid cap, and 31.65% (47.84%) for small cap lsto¢iFTs account for 44% of all
HLOs placed in the LOB for our Nasdag sample.

Position in the limit order queue is valuable (Lltoak, 2002; Moallemi and Yuan,
2017), especially for HFTs, whose profits dependbeing the fastest. Therefore, we
examine where in the LOB HFTs place their hidded displayed orders. We build the
order book at every order submission time and ifletite position of order placement
at four positions — price improving or better thithe standing best bid and ask quotes
(“Better”), the best bid and ask (“At”), up to thest five ticks from the best bid and ask
(“Near”) and the rest of the book (“Far”). TablgpBsents hidden and displayed order

placement by the different trader categories ferthiree firm size groups.

[Table 3]
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Comparing corresponding cells in Panels A and B,fingé that while 25.11% of
HFTs hidden orders in large stocks are placed atté8’ than the best quotes, less than
0.5% (0.47% in Panel B) of their displayed ordees@ice-improving. Within Panel A,
we find that while 97.72% (25.11% + 20.92% + 51.68% HFTs’ HLOs in large
stocks are within the five best ticks, the compkrdtaction for NATs is 65.70%. In
fact, in all three firm size groups, HFTs placereager proportion of HLOs at or better
than the best quotes. For small stocks, HFTs rgialse any HLOs away from the five
best ticks. NATs show the exact opposite pattelawgipg the bulk of their HLOs far

away from the best quotes.

For displayed order placement (Panel B) we finddpposite pattern. Both HFTs
and NATs place a bigger proportion of their DLOsagvrom the best quotes. While
HFTs use both the near and far regions of the LOBIace DLOs, NATs concentrate
their displayed orders mostly far from the besttgaoThese results are mirrored by the
share volume placement. Non-parametric tests siaivthe difference in HLO and
DLO use is significant for all three trader categsr

The Nasdaq data mirror similar patterns. TablelIBhows that HFTs place HLOs
more aggressively at or near the best quotes cadpamon-HFTSs; this reverses when
contrasting their DLOs vis-a-vis non-HFTs’ DLOs. éall, the results from both the
NSE and Nasdaq data establish that hidden ordgeusaHFTs is extensive, greater or
similar to that of other traders, which is in castrto what theory suggests. They place

these orders more aggressively than other tradedscloser to the best quotes.

5. The “how” question: Efficiency of order exposure

BPV show that order exposure entails a trade-adhér likelihood and shorter time
to execution for DLOs versus lower implementatiastcfor HLOs. However, their
sample period is April 2003, when HFT activity wasimal, if at all present. In this

section, we test how efficiently HFTs manage theeroff in their hidden order usage.

First, we examine the likelihood of HLO executi@pecifically contrasting HFTs
with other traders, by estimating an ordered Lagddel, as in Ranaldo (2004) and

Pascual and Veredas (2010jhe regression equation is:

" For this and all following analyses, the estimatiample consists of data for December 2013, ahd on
includes the 30 largest stocks in our full sampieahich HFTs are reasonably active) to ensure aaleq
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EXEC, =a, +a,Agar; +a OrdSze +a HLO, +a HFT, +a AAT, +
+a HLOHFT, +a,HLOAAT; +a RSpr; +a DepthSame; +
+a,,DepthOpp; + a,,LOBImb, +a L astHalfHour, +a Ol +
+a,,TrdFreq; +a,,Mom, +a Volat; +¢,

[1]

where the dependent variabEEXEC;) is an ordinal variable that signifies the degoée
completion of the limit ordey for stocki. It takes three possible valudsXEC;; = 1
indicates that the limit order is cancelled befexecution EXEC;; = 2 indicates that the
limit order is partially executed and then cana@lEXEC;; = 3 indicates that the limit
order is fully executed. We exclude market and mtatde limit orders and drop
fleeting orders (Hasbrouck and Saar, 2009), becdlsg are not intended to be
executed. Revisions of non-executed orders ardetteas the same order while
revisions of partially-executed orders are treaedew submissions. The variables of
interest are the dummidsdLO; (which indicates if an order is hidden or nddfT;
(indicates if an order is submitted by an HFT ort)h@nd the interaction term
HLOHFT;;. We use NATS as the residual trader type.

Control variables are motivated from the previoiterature (De Winne and
D’Hondt, 2007; BPV). These variables include ordenaracteristics (such as
aggressiveness, and total order size), limit ofoeok characteristics (such as the
relative bid-ask spread, depth on the same andsiippgides, and LOB imbalance), and
market conditions (such as a dummy for the ladt h@lir of the trading session, order
imbalance, trade frequency, stock momentum, anatiliof).® For comparability across
stocks, we normalize order size and trade sizeibglidg the actual observations by the
stock’s average daily trading volume. Internet Ampgig C lists the definitions of

variables.

The model is estimated on a stock-by-stock badis thiet-statistic for testing the
significance of each variable computed using ther@h, Roll, and Subrahmanyam
(2005) method.Table 4 reports the results.

number of observations for the models to convely¢his subsample, HLOs represent 15% of the total
volume (12.3% of all non-marketable limit orderspmiitted across all stock-days.

8 Following BPV (see their Table 5), we use thesgatses to model the order exposure decision ofeac
of our trader types. Results are reported in IteAppendix D. They show that HFTs, AATs and NATs
all react similarly to stock characteristics, ordéributes, and market conditions.

® This method accounts for possible cross-correiatia the individual stock regressions. Assumirag th
the pairwise residual correlations are constanbsacstocks, Chordia et al. (2005) show that thalusu
standard error of the aggregate estimate is inflate a factor [1H({-1)p]°> whereN is the number of
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[Table 4]

Both buy and sell limit order execution models shmwsistent results. THeFT;
dummy has a negative and significant coefficientligating that HFTs cancel more
orders before execution compared to NATs. The wefit for theHLO; dummy is
negative (although only significant for buy ordess)d explained by the fact that hidden
orders lose time priority. The coefficient of irgst is the dummy oHLOHFT;;, which
shows the execution probability of a hidden ordexcegd by HFTs. HLOs placed by
HFTs have a positive and significant coefficient bmth buy (2.58) and sell (1.73)
orders. In spite of the loss of time priority, HFTHLOs have higher execution
probability, indicating that HFTs use HLOs effeeliy. In Panel B we show the
unconditional execution probability of HLOs (and O%) for HFTs versus other traders.
Compared to AATs and NATs, HFTs have higher rateexdcution of their hidden
orders submitted beyond the best quotes. This stgygeat HFTs may be using non-
aggressive HLOs in anticipation of volatility peatss short-term order imbalances, a

conjecture that we test later in this paper.

To complement the previous analysis on executiobatrility, we also examine the
time to full execution of hidden orders placed byTid using survival analysis. Survival
analysis can accommodate an important featureroff cirder execution times: censored
observations. If an order is cancelled 30 minufiésr @aubmission, then apparently it
provides little information about the execution einbut the fact that it survived for 30
minutes is useful information. Such information @oned in non-executed orders is
used in survival analysis. We model the determmantthe execution of buy and sell
limit orders separately and report the cross-seatiaverage estimates of the variables.
The t-statistic for testing the significance of eachiafe is computed using the
Chordia et al. (2005) method. We estimate the Wahg model:

TIME; =a, +a,DistMidQ, +a,LastBuy; +a DepthSame, +a DepthSame’; +
+a,DepthOpp; +aOrdSze; +a,TrdFreqg; +a RelTrdFreg; + [2]
+a,HLO, + @, HFT, + @, AAT, +a, HLOHFT, +a ,HLOAAT, +g,

where TIME; is the time to full execution of th€' order, or the time survived in the

book for a cancelled or expired order, with a pesitensorship dummy.

stocks ang is the common cross correlations. Since ordevartimes vary across stocks, the regression
residuals are not synched in time. To address Wesmeasure the average residual for each stoak ove
15-minute periods, and estimatas the average of 580 pairs of cross-correlation.
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The model covariates are the same as in the preanalysis, and control for stock,
order book, and market conditions, as well as tideroplacement strategy of the other
trader types. As in the previous analysis, we aelmarket and marketable limit orders
and fleeting orders. The econometric specificatioisw BPV and Lo et al. (2002) and
model an accelerated failure time specificatiofiraft order execution times under the
generalized gamma distribution. The model is edech@n a stock-by-stock basis, and

we report aggregated coefficients and significdagels. Results are in Table 5.
[Table 5]

Time to execution of both buy and sell limit ordsisow consistent results. As in
BPV, NATs’ HLOs take longer to fully execute (theefficient of the HLO dummy is
positive and statistically significant for both baynd sell orders). The coefficient of
interest HLOHFT;;) which captures the relative time to full execotaf an HLO placed
by HFTs, has a negative and significant coefficientooth buy (-3.61) and sell (-2.76)
orders, indicating that HFTs’ HLOs take shorterdirto fully execute compared to
NATs, and AATs (theHLOAAT;; dummy is also negative but about half the mageitud
compared to HFTSs).

Together, the results in Tables 4 and 5 documeattHifrTs efficiently place their
HLOs such that their time to execution is lower ahdir execution probability is
higher. But at what cost? We next examine the dd§i8s face in their hidden order
execution. To compute execution costs, it is imgarto note that iceberg orders are
single (or parent) orders that are broken up indequence of smaller (child) orders. As
the parent orders are executed, they are recomleithel data as multiple smaller
transactions in a correlated sequence. HowevdPeasld (1988) pointed out, the cost
incurred by the trader is not a function of a sngflansaction but rather the entire
sequence of child orders. To accommodate this osgétting in cost computation,
Perold (1988) introduced the implementation shbrift(SF) metric, that measures
transaction cost for the parent order. ISF comptéresalue of a paper portfolio with no
transaction costs to the real portfolio obtainedabgual trading. This method has been
used in empirical work by Keim and Madhavan (1988, and Engle, Ferstenberg,
and Russell (2012), among others. We use the I8Foaph to evaluate the transaction

costs of HLOs vis-a-vis DLOs for different tradgpes.
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ISF for stock a given ordg¢rof a given stock (1SF;j) is the sum of the effective cost
of execution or price impacPRl;;) and the opportunity costs of non-executi@C;).
For a buy order

ISF, =PRI, +OPC, =45, (P, —cb)+(L-x, )5, (d — ) [3]
where thePRIj; component is the difference between the averageution price ;)

and the mid-quote at the time of order submissigy),(multiplied by the amount of
shares executed(s; ), wheres; is the order size (in shares) ariis the fill rate of the

order. TheOPC;; for a buy order is the difference between theiotpprice on the day

of order submissiond) and ¢, multiplied by the unexecuted part of the order

(1—/(”. ) §; - Metrics for sell orders are analogously compiteticonveniently signed.

Results are based on non-marketable limit ordeggididons of standing limit orders
are common in our data. We treat revisions of nagceted orders as the same order. In
such cases, th&éSF is computed using as the order size after the last revision.
Revisions of partially-executed orders are treageew submissions. After computing
the ISF;;, PRIjj, andOPC;; for each ordej, we regress them on order attributes, market
conditions during the 30 minutes prior to ordermigsion, and trader-type dummies.
Specifically, we estimate model [4] below using Otegression on a stock-by-stock

basis, with White-robust standard errors,

Y, =a + B,Aggr; + BOrdSize, + 3,Buy, + B HLO, +
+Ber HET, + Buar AAT, + B, HLOHFT, + 5, ,HLOAAT; + [4]
+4.TrdFreg; + 5 Volat; +¢,

whereY;;is eitherlSFij, PRIjj, or OPC;;. The variable of interest is th OHFT;; dummy

that captures the shortfall measure for HLOs plaogdHFTs. We control for order
attributes (order aggressiveness, size, directiorger types (HLO vs. DLOSs), and
trader categories (HFT, AAT, and NATSs). See InterAppendix C for variable

definitions.

We report median estimated coefficients acroskstdhe percentage of statistically
significant coefficients, and the percentage ohifigant and positive coefficients. For
the execution cost compone®R]jj) we provide results conditional on partial exeonti

(fill rate > 0%); for the opportunity costs compohgOPCj), we provide results
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conditional on non-full execution (fill rate < 1009%ote that a fully executed order has
zero opportunity cost, and a completely non-exetatder has zero execution cost. The
results of the ISF analysis are reported in Table 6

[Table 6]

In Panel A, we show the totedF;; regression results. The estimated coefficient of
HLOHFT;; is negative, significant for 39.29% of the sammed positive only for
10.71% of these stocks. Thus, for a majority of sample, the ISF of HFTs is either the
same, or lower, than the ISF for NATs. This indésathat in spite of incurring higher
execution costs, HFTs manage to substantially eedhieir opportunity costs of non-
trading, which offsets, and in many cases even eigtg, the total costs borne by

traders with lower execution costs.

To probe how HFTs achieve reduced shortfall foirthiOs, we disaggregate the
metric into its two components — effective costexécution (Panel B) and opportunity
cost of non-execution (Panel C). By constructitwe, ¢ffective costs component of any
non-marketable buy (sell) limit order is negatiged the estimated negative intercept in
Panel B), as they can only execute at a price bédeve) the quote midpoint. For the
same reason, the more aggressively priced the dirdér, the higher (less negative) the
effective costs component should be (see the pesibefficient ofAggr in Panel B). In
Table 3, we saw that HFTs place their HLOs moraeggjvely than other traders. For
all fill rates (all orders submitted), HFTs’ effea costs of execution are higher than
those of the NATSs, both for DLOs and HLOs. The &hie of interest, the HLOHFT
dummy, has an average coefficient of 0.0126 arstbisificantly positive for a majority
of stocks (64.29%). If we consider only those osdeith fill rates greater than zero,
that is orders that were at least partly execupeth the average HLOHFT estimated
coefficient and the percentage of significantlyipes coefficients increase. Our results
therefore indicate that HFTs face higher effectvosts than other traders when their

HLOs are executed.

In contrast, in Panel C of Table 6, we find tha tpportunity cost of non-execution
for the HLOs of HFTs (HLOHFT dummy) is negative ¢aage coefficient of -0.0714),
and this result is stronger for fill rates unde0%® Thus, although HFTs’ HLOs are

executed at less favorable prices (larger effeativets), they experience less adverse
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price movements in case of non-execufibrin sum, this latter (Panel C) effect

dominates the former (Panel B), leading to an dvienaer ISF (Panel A) result.

Overall, our findings in Tables 4, 5, and 6 indecabhat HFTs manage the cost-
benefit trade off involved in the order exposureisien better than AATs and NATS,

resulting in more efficient use of HLOs.

6. The “why” question: Testing extant theory

In this section, we address the “why HFTs use HL@Qsé&stion by evaluating
whether the free-option theory and/or the inforomatievelation theory can explain

HFTs’ order exposure decision.

6.1. The free option theory

To test the free-option theory of hidden order esage examine the order size
distribution of HLOs (and DLOSs) by trader type. ©he posits that traders who want to
trade large positions hide their trading interasbiider to limit the option value of their
limit orders. Empirically BPV, among others, firfud to be true in the pre-HFT era. We
define trade size categories in total shares ftin dsplayed and hidden orders and use
the two-sample Kolmogorov-Smirnov (Massey, 195k} te compare the order size
distributions of HLOs and DLOs submitted by thefeli€nt trader categories. Table 7
shows the hidden and displayed order sizes plagétHi's, AATs, and NATSs for large
cap (Panel A), mid cap (Panel B) and small cap€P@nfirms.

[Table 7]

In large cap firms (Panel A), the entry 76.28% urtdETs for HLOs indicates that
76.28% of HFT's HLOs are placed in the under-50rsbiasize category. By
comparison, HFTs place only 5.11% of their dispthgeders in this smallest share-size
category and instead use larger share sizes whenetkpose their trading interest.
Looking across the same row, we find that the patteverses for the NATs. These
traders place more (65.99%) of their DLOs and lstheir HLOs (29.13%) in this
smallest size-category. Looking down each columa find that the largest proportion

of HFT's HLOs are in the smallest size category #nsl declines steeply as we move

19 By definition informed traders have private signabout posterior changes in prices, so their limit
orders should have higher opportunity costs of mading. Thus one interpretation of our findinghst
HFTs’ HLOs convey less information or, at leasgytare less likely to be information-motivated. We
provide formal evidence of this issue in the nedtien.
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up to larger share brackets, with the largest (@580 shares) category receiving only
0.05% of the total HFTs’ HLOs. DLOs, on the othemt, are more concentrated
around the middle three share size categories 2000200-500, and 500-1000 shares).
NATs, by contrast, show a similar concentration uath the middle order-size

categories, but for their HLOs instead.

In mid-cap (Panel B) and small cap (Panel C) firkBEI's place the majority of
their HLOs — 98.72% and 83.96% respectively — m smallest (under 50) share size
category. The corresponding numbers for NATs —3%.and 22.77% — show that they
do not hide as much of their orders in small sls&es. So, in the use of order sizes, we
find a stark contrast between HFTs and NATs. WNWKT’s order size choice for

hiding is consistent with previous literature, HRlehave in quite the opposite way.

In each panel of Table 7, we also report the awerge of HLOs and DLOs. In
large stocks, for example, we find that while NAdlace large order sizes (1139.59) as
HLOs while they display their smaller (309.27) sizeders; HFTs do the opposite, they
use large DLOs (1150.50) and comparatively sm@dig®.58) HLOs.

These small-sized HLOs placed by HFTs bear out @ilda(2015) prescient
summing up of the relationship between HFTs, stnatles, and the ability to conceal
trading interest that “small trade sizes reflea thfluence of HFTs because [these]
“silicon traders” can spot (and exploit) human &edby their tendency to trade in
round numbers, [and] all trading is converging\teresmaller sizes and is being hidden
whenever possible.” The Nasdaq data also verifyilainsmaller order size usage by
HFTs compared to non-HFTs (Table IB II).

Figure 2 plots the estimated cross-sectional dailgrage probabilities of HLO
submission by HFTs, AATs, and NATSs, conditional ander size and aggressiveness,
for the large cap stocks. Figure 2.a shows thatHtR€s’ likelihood of hiding an order
decreases with order size, which again is at odds the free-option theory. While
HFTs have a higher probability of placing smallesiZHLOs at all distances from the
best quotes (at), they have the highest likelihobglacing such orders at the best
quotes, followed by near the best quotes. Thederpatreverse for both AATs (Figure
2.b) and NATs (Figure 2.c). Similar findings obtainthe Nasdaq data. For non-HFTSs,
the likelihood of hiding increases with order siEegg IB 1 (in the Internet Appendix B)
shows that HFTs place more HLOs in the smaller rostee categories while the non-

HFTs place more hidden volume using larger ordagssiThus, evidence from both the
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NSE and Nasdag markets confirms that the freesopgtieory cannot explain HFTS’

order exposure decision.

[Figure 2]

6.2. The information-revelation theory

To test the information-revelation theory of hiddemler usage, we next examine
the information content of HLOs vis-a-vis DLOs fdifferent types of traders using
three different metrics: the average permanentepimpact based on Hasbrouck
(1991a), the contribution to the order-flow-relatedmponent of the efficient price
volatility based on Hasbrouck (1991b), and the eshair price discovery based on
Hasbrouck (1995). In these tests we use NSE ddyssorce the Nasdaq data with HFT
flags does not provide order by order records ifimtead provides LOB snapshots).

6.2.1. The permanent price impact approach

The evidence from non-high-frequency markets suggdmt HLOs are generally
uninformed (BPV, Pardo and Pascual, 2012). We tugrtto the information content of
HLOs placed by HFTs and compare that to the HLO&ATs and NATs. We first
calculate the permanent price impact of differgmies of orders placed by different
types of traders. Unlike the multi-market settingsfor example, Huang (2002) and
Barclay, Hendershott, and McCormick (2003), whereepimpact computations are
affected by difficulties in trade-quote alignmethig fact that the NSE handles over 80%
of the equity volume in Indian markets provide te tadvantage of a consolidated

market.

We estimate an extended version of the Structussdtdf Autoregressive (VAR)
model in Hasbrouck (1991a). The model is define@&vant time t), where an event
may be a non-marketable limit order submissioncebation of a standing limit order,
or a trade (market or marketable limit order sulsiois). Revisions that improve
(degrade) prices or increase (decrease) quotedh dayg treated as limit order
submissions (cancellations). We distinguish betwidEit's, AATs, and NATSs, and for
each trader type we consider two types of ordéis©s and DLOs. As a result of these
partitions, the VAR model has 13 equations: onettier quote midpoint return and 12
for order-flow related variables. As is usual irpigations of Hasbrouck’s method, we

impose contemporaneous causality from the order ftothe quote midpoint revisions.
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The optimal number of lags is determined using Slclwarz' Bayesian Information

Criterion for each stock-day. We exclude stock-dingd have less than 20 occurrences
of any particular event, where the events are gadeOs, DLOs, or cancellations. The
trade variable takes the value +1 (-1) for buysellér-) initiated trades. Displayed and
hidden submissions as well as cancellations thppdra on the ask (bid) side of the
LOB take the value (-1) +1. We reset the tradingcpss at the end of each day,
resetting all lagged values to zero. The model sgimated in event time, so

contemporaneous correlation is negligible. Nonesgl we compute the impulse-

response functions (IRFs) such that any correlasigaken into accourit.

In Panel A of Table 8 we report the IRFs obtainesinf the estimation process
described above. The accumulated IRFs measurevéinage permanent price impact of
an innovation to each trader type (in the colunarg) type of event (along the rows)
combination, computed as continuously compoundédgrre and presented in basis
points. Estimates are cross-sectional stock-dalgrages. Statistical significance is
computed using standard errors clustered by stodlday (Thompson, 2011).

[Table 8]

As expected, trades have the largest estimatedageeprice impact for all
categories. Among the three trader types, HFT srédee the largest impact (1.2271),
and this is significantly different from both NAEsd AATs (boldfaced coefficients).
Of greater interest to us, however, is the IRF bOd placed by HFTs, compared to the
HLOs of the other two trader types. Here we findttHFTs’ HLOs have a significant
positive long-term price impact (coefficient of 918 in Panel A) which is not
significantly different from either AATs’ (0.240Dr NATs’ (0.2170).

Results in Panel A suggest that HLOs are more mdtive than DLOs, but this is
true for all trader types. Notice, however, thagsi results do not control for the
aggressiveness of limit orders. Earlier tests stiat HFTs use more aggressive HLOs
and their likelihood of hiding orders increaseshwirder aggressiveness. To test
whether the Panel A results are affected by ordgressiveness, in Panel B we show
the IRFs for each trader type after controlling thoeir limit order aggressivene¥sWe

classify as aggressive (non-aggressive) any lingieloplaced at or within (beyond) the

1 For full methodological details, see the InterAppendix D.
12\We exclude HFTs’ non-aggressive HLOs from thisigsia. There are few stock-days with enough
occurrences of this type of event to allow us tude an extra equation in the VAR model.
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prevailing best quotes. We find that the HLOs plaby HFTs have a positive but
insignificant permanent price impact once we cdrftwo aggressiveness. Indeed, only
their aggressive DLOs turn out to have a signifigg@rmanent price impact. In contrast,
the estimated average price impacts of the HLOsepldy both AATs and NATs are
positive and statistically significant even afteccluding the controls. Our findings

therefore suggest that the average HFTs’ HLO hasgmoficant information content.

6.2.2. The efficient price variance decompositionpgproach

The IRFs in Panels A and B of Table 8 provide a suemment of the average
informativeness of HLOs placed by different tratgres. But how important are these
orders in the price formation process? If differgater types do not trade as frequently
in each stock, then the IRFs will not be a goodcatdr of the information conveyed by
each trader type’s HLOs in the aggregate price &bion process. To address this, we
obtain an estimate of the relative contributiorH&Ts’, AATs’, and NATS' trades and

orders to the order-flow (OF)-related componerthefefficient price.

For each stock-day, we estimate the efficient¢ogirun) variance using the Vector
Moving Average representation of the same 13-egumastructural VAR model for
quote midpoint changes and OF described befordowdolg the approach originally
proposed by Hasbrouck (1991b), we split the efficieariance estimate into its OF-
related and OF-unrelated components (see the &ttéppendix D for details). In Panel
C of Table 8, we report the cross-sectional aveesignated relative contribution of
each type of event by each trader type (HFT, AAfd &NAT) to the OF-related
efficient variance. Standard errors are clustergdotith stock and day (Thompson,
2011). An event may be a non-marketable DLO subarissa non-marketable HLO
submission, a cancellation of a standing limit order a trade (i.e., a market or

marketable limit order submission). The magnitudd3anel C sum up to 100%.

Overall, trades explain 67.05% of the OF-relatadepvariance and DLOs explain
another 25.95%. HLOs explain less than 8%. Looldagss the columns, if we focus
on all orders (last row of Panel C), it is cleaattRiFTs’ orders (25.02%) contribute less
than both AATS’ (34.54%) and NATSs’ (40.44%) ordeFRsnally, the HLOs of HFT
contribute the smallest (0.46%) to the OF-relatiidient price variation. These results
show that HFTs’ HLOs convey less information intecces when compared with either
their own DLOs, or with the DLOs and HLOs of AATesdaNATs. The boldfaced
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coefficients show that these differences betweemsHRnd other trader types are

statistically significant.

6.2.3. The information share approach

Our third and final verification of the informatiaevelation theory is based on the
information share (IS) approach of Hasbrouck (199&though much of the literature
including Hasbrouck (1995) use this set-up in ramidéirket settings, it has also been
used to assess IS across different trader/ordegaags (e.g., Hendershott and Riordan,
2013; Brogaard et al., 2019). In our particularlegagion, we consider our six trader-
type (HFTs, AATs, and NATSs) order-type (DLOs and®H) combinations. For each,
we collect the best ask and bid quotes at the éedah second and compute the quote
midpoint. We assume that all the collected quotkares a common long-term
component (the efficient price). The IS attributalib each trader-type order-type
combination is the relative contribution of theimovations to the volatility of the
common component. The ISs are estimated for eack-slay, but, as in previous tests,
we report average IS across stock-days. Statigigaificance is assessed using double-

clustered standard errafsTable 9 presents the results.
[Table 9]

HFTs’ average IS is 30.85% for their DLOs and 6.1f8%their HLOs. Both AATs
and NATs have greater ISs for their HLOs, at 7.62% 11.87% respectively. Tests of
statistical significance show that these differasnedoth between HFTs and AATs and

between HFTs and NATSs — are significant.

Overall, the results in Tables 8 and 9 indicaté tha information conveyed by the
HLOs placed by HFTs is less than that of their DL@sthe HLOs (and DLOSs) of the
other two trader types. Therefore, results do nppsert that the information-revelation

can explain HFTs’ order exposure decision.

7. The “why” question: Testing two conjectures

Since neither the free-option theory nor the infation-revelation theory provides a
framework to understand HFTs’ order exposure dewjswe call for new theory. To
provide groundwork for such theory, we offer andpeially validate two conjectures

about HFTs’ motives for hiding orders. These cotjexs are based on a survey of the

13 For econometric details, see Internet Appendix D.
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recent HFT literature (Hasbrouck, 2018; Hirsche@l® and not meant to be an

exhaustive list of all possibilities.

7.1 Undercutting

Our first conjecture is that HFTs may use HLOsidercut standing orders without
being detected. HFTs with their super-fast computee in a position to anticipate
order flow (Angel and McCabe, 2013) and trade ahefdther investors’ orders
(Hirschey, 2018; Korajczyk and Murphy, 2019). Deytuse HLOs to this end? If they

do, are they more likely to undercut other traderders using HLOs than DLOs?

To address these questions, we consider all HLODAr@ submissions (including
revisions that increase order size) for each trger order-type combination. We
define an undercutting order as a limit order (laats placed immediately after another
submission on the same side of the market, (b) same&nder 10 milliseconds of the
previous order, and (c) improves the price of trevipus one. In Panel A of Table 10,
we report the percentage of HLOs and DLOs (peretriygpe) classified as undercutting
orders. We present results using undercutting ercestricted to the five best quotes;

however, our conclusions remain unchanged if wesiclem only the best quotes.
[Table 10]

Of the three trader types, HFTs use the highegigrtion (5.0208% or 5.6019%) of
HLOs to undercut orders within five ticks of tharsding best quotes, both at a lower
level of stock activity (at least 20 orders of eagbhe — hidden or displayed — by each
trader type — HFT, AAT, and NAT per stock-day) oraahigher level of stock activity
(at least 50 orders, per order-type and trader;tgpalefined above). Not surprisingly,
they also use DLOs for undercutting, 3.009% or 2780 depending on the level of
activity. Expectedly, NATs show the least amountsoth undercutting activity, both
for HLOs and DLOs.

This evidence, while illustrative, does not takeamt of market conditions. From
BPV and our earlier regression results, we know ¢nder exposure is affected by both
stock and market attributes. Thus, we next estirti@dogit regression in equation [5]
to examine whether the observed higher rates oénentting by HFTs’ HLOs remain

after controlling for market conditions and thetstaf the LOB.
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U, = Byt ﬁlDiSpgzeundij + IBZAggrundij + B H FT, + IB4AATij +
+BHLOHFT,; + BHLOAAT, +3,HLONAT, + B,HidVol, + [5]
+5,RSpr; + B,DepthSame; + B, ,DepthOpp; + B, Volat; +g;

The dependent variable in this model is a dummy tiddees the value of one if an
order is an undercutting order as defined earierp otherwise. The first two control
variables describe the characteristics of the wudeorder. First we consider the
displayed size of the undercut ordBigpSzeUnd;). We expect that when the undercut
order has a larger displayed size, HFTs are mketylto jump ahead of it. Second we
consider the aggressiveness of the undercut ordggrUnd;). Aggressiveness is
inversely captured by the number of ticks away fribva best quote on the same side.
The further the undercut order is from the besttegioin other words less aggressive,
the less likely it is to be undercut. Thus we ex@eaegative relationship between the
aggressiveness of the undercut order and its chafnioeing undercut. We include the
trader typedHFT;; and AAT;; (NAT is captured in the intercept) and the int&oac of
trader categories with theLO; order type, plus relative spreg®Sprj;), depth on same
(DepthSame;j) and opposite @epthOpp;;) sides, and volatility \(olat;;), all as defined
earlier. Finally, we include a variable that gaudbe possibility of hidden order
detection KidVol;). This variable is a dummy that takes the valuerd if the presence
of hidden volume in the same side has been reveaded otherwise. Hidden volume is
revealed at the time an undercutting order is plaCée quantity that has been traded
at the prevailing best quote is greater than thplayed depth, which is only possible if
there was additional (hidden) volume at the bestegi(e.g., Pardo and Pascual, 2012).

Panel B of Table 10 presents the results. Thealspl size of the undercut order is
positively related to the likelihood of undercuttinconfirming that larger orders are
more likely to be undercut. Likewise, when an orgecloser to the top of the book
(more aggressive), it is more likely to be under¢sthtown by the negative and
significant coefficient orAggrund;). HidVol;; is positive indicating that when traders
can infer the presence of hidden volume at the dpastes, they are more likely to place
orders to trade ahead of these HLOs. In fact, tiis eatio shows that this likelihood is
1.57 times (or 50.66% more) compared to the usksplayed orders by NATs (we use

the DLOs of NATSs as the reference group for allodatio calculation in this Panel).

The main variable of interestl OHFT;;. The coefficient on this variable is 0.4149
and significant at the 1% level. Compare this ® tlegative coefficients adHLOAAT;;
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and HLONAT;;. Clearly, HFTs use HLOs for undercutting, while ttwo other trader

types are less likely to do the same. In fact,dtlds ratio for HFTs is greater than 1
(1.5142) while for both other trader types it isvéy than 1, indicating that while HFTs
use HLOs to undercut the standing quotes at or theatop of the order book, the two

other types are less likely to use HLOs for theesanrpose.

7.2 Volatility anticipation

Another possible use of HLOs by HFTs could be tetadvantage of volatility
patterns. Previous results (see Panel B of Tab#hdyv that HFTs have the highest fill
rate for non-aggressive HLOs, which suggests thay tplace their less aggressive
orders in anticipation of short-term price flucioas. When (transitory) volatility is
high, limit orders will have a higher likelihood eecution and hiding such orders

confers the added benefit of not revealing tradierest.

To test whether less aggressive HLOs placed by Hiehspredict peaks in short-
term volatility, we regress 30- and 60-second moder submission volatility (quote
mid-point volatility computed from LOB at one-secbmtervals) on the attributes of

the submitted order. In particular, we estimateftlewing model,

Rvolat; = 3, + BLagRVolat; + B,HLO, + B;NonAggr + ,NonAggrHLO, +
+BHFT, + BHLOHFT, +5,NonAggrHFT, + B,NonAggrHLOHFT, +  [6]
+[,AAT; + B,HLOAAT, + 3, )NonAggrAAT, + 3, NonAggrHLOAAT, +g,

We use dummy variables to distinguish between Ha@$ DLOs, whether orders
are from HFT, AAT or NATs, and whether orders aom+aggressiveNonAggr), i.e.,
submitted beyond the prevailing best quotes. Aksth control variables are as
previously defined. Lagged volatilityggRVolat;) is included since innovations in
volatility are known to have serial correlation.eTinodel is estimated at a pooled level
for all stocks and orders, controlling for stoclaydand time of the day fixed effects.
The coefficient of interest is on the triple intetian termNonAggrHLOHFT;;, which
captures the marginal effect of non-aggressive Hpf@sed by HFTs. Our expectation,
given the unusually high rates of these orderthas they anticipate peaks in volatility.
Results are summarized in Table 11.

[Table 11]
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We find that non-aggressive HLOs of HFTs are sutemibefore high short-term
volatility peaks. The coefficient oNonAggrHLOHFT;; is positive and significant, and
is significantly greater than the coefficients amraggressive HLOs of non-HFTs, non-
aggressive DLOs of HFT, and aggressive HLOs of HIREsults hold if we control for

volatility persistence by including volatility betthe order submission.

8. Conclusion

Regulators, market operators (exchanges), andtorgesll agree that transparency
is a desirable property in financial markets. A¢ #ame time, research shows that there
is such a thing as too much transpareficyhus, all major exchanges allow traders to
hide their trading interest by placing HLOs. To i@av@ “corner solution” where
everyone chooses to hide all trading intent, hida®@ome faces a penalty in the form of
losing time priority (i.e., HLOs are always rankaehind similarly priced DLOs, even if

the HLO was submitted earlier).

Research on HLOs generally concludes that patiepuidity providers use the
option to hide when they want to transact largengtias while avoiding picking off
risks (De Winne and D’Hondt 2007, Buti and Rindd13). These findings come from
non-high frequency markets, or models that do mebant for the use of HLOs by
HFTs. Given that HFTs are the majority of tradensl &iquidity providers in many
markets (the US, Japan, and Europe, for exampl)aanincreasing fraction in many
others (India, China, for example), whether and liogy use the option to hide orders

should be of interest.

In this paper we provide, to our knowledge, thatficomprehensive account of
hidden order use by HFTs. This study is made plesbip our access to data from two
sources: the NSE — the largest exchange in Indiahtandles over 80% of the equity

volume — which identifies in rich detail the typafstraders as well as the order handling

4 Bloomfield and O’Hara (1999) examine market tramepcy in a study tellingly titled “Market
transparency: Who wins and who loses?” In this latwoy experiment they determine the effects aldra
and quote disclosure on market efficiency, bid-sgieads, and trader welfare. They find that althoug
trade disclosure increases the informational efficy of prices, it also increases opening bid-ask&agls

by reducing market-makers' incentives to competeofder flow. As a result, trade disclosure besefit
market makers at the expense of liquidity traders iaformed traders. Additionally, they examine tguo
disclosure and find no discernible effects on mapeeformance. Asquith, Au, Covert, and Pathak 801
find that the introduction of the TRACE reportingsteem for bond markets helped some investors and
dealers through a decline in price dispersion, avhdrming others through a reduction in tradingvegt
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system they use, and a non-public Nasdaq data esotinat identifies HFTs and non-
HFTs.

We find that HFTs make extensive use of HLOs. Téheyot appear to use HLOs to
avoid picking-off risk but instead use small ord&zes, placed nearer the top of the
book using the non-display option. This pattermiféerent from the NATs, who hide
large orders. We find that HFTs are more skilledraimizing the implementation
shortfall of their HLOs by reducing the opportundgsts of non-execution as well as

improving the probability of execution.

We address the information content of HFTs’ HLOm@ighree different measures
to capture the information conveyed by such ordetBe average permanent price
impact, the contribution to the order-flow relatedmponent of the efficient price
variance, and Hasbrouck’s (1995) information sha&ié.three metrics indicate that
HLOs placed by HFTs have lower information contiéran their displayed orders, as

well as the hidden orders of the other two traglipes.

Collectively our evidence shows that HFTs’ pattefrHLO use do not align with
theoretical models of order exposure, and makesa fa new theory. To that end, we
offer and verify two conjectures to explain HFT4.®l usage, noting that these are not
meant to be an exhaustive list of all possible srasHFTs may use HLOs. First, we
find that HFTs use the non-display option to undestanding orders at/near the best
quotes, similar to the results in Hirschey (2018)eve HFTs jump ahead of other
investors’ orders. Second, we show that HFTs dheerakilled at anticipating volatility
and successfully place HLOs prior to volatility legs, which increases the probability
of their hidden order execution. By presenting mau@l robust results on the use of
HLOs by HFTs, we believe this study makes a usagatribution to the literature.
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Table |
Sample descriptive statistics

This table provides daily cross-sectional averagéissics for 100 stocks listed on the National cBto
Exchange (NSE) of India. Cross-sectional averagescamputed from daily averages per stock. The
sample period is October to December 2013 (61 rnigadiays). The sample comprises market-
capitalization-based subsamples of 30 (largest), (d@dium), and 30 (smallest) stocks. Market
capitalization is daily average in billions of Rgse Volume is in 10,000-share units, number ofesad

in 100-trade units, depth is in 1000-share unitg] Brice is in Rupees. Daily volatility is {(maximmu
price/minimum price) —1}x100. The relative bid-agiread is the ratio of the quoted spread to théequo
midpoint, in basis points. The relative effectiygesad is two times the difference between the @eera
trade price and the quote midpoint divided by thmtg midpoint. Displayed (hidden) depth is the
accumulated displayed (non-displayed) depth inithi order book (LOB). MT is message traffic orth
number of order messages (sum of submissions, ltatimes, and revisions) in 1000-message units. We
provide two proxies for HFT: the ratio of MT to ¢tles (MT/Trd) and cancellations to trades (CAN/Trd).
Share in MT denotes each trader type’s share isagestraffic. Liquidity metrics are generated fribm
minute snapshots of the LOB and averaged across\@ions. Statistical significance is evaluateidhgis
the non-parametric Wilcoxon rank-sum test. In Paket***” “x* " gn “Mid” (“Small”) indicate
statistically different from the “Large” (“Mid”) dssample at the 1%, 5%, and 10% levels, respectilrely
Panel B, significance under the AATs column teststie difference between HFTs and AATS, and in
the NATs column tests the differences between dhguic traders (HFTs and AATS) and NATS.

Panel A: Sample statistics

Market-capitalization-based subsamples

Full sample Large Mid Small
Market capitalization (bilions) 448.19 1464.64 20+2 2.39 %
Volume ('0000) 86.54 227.73 40+% 7.12%*
Number of trades ('00) 106.99 315.89 25+88 6.23
Volatility 42.36 32.96 44 37+ 49.08
Relative bid-ask spread (bsp) 44.24 8.7 4287 81.61**
Displayed depth ('000) 103.57 203.27 8165 33.08**
Hidden depth ('000) 25.62 50.58 195 8.81
Price (Rupees) 309.76 606.47 25594 84.8*x*
Panel B: Message traffic per trader type and syblsam
Trader types
Subsample Variable HFTs AATs NATs
MT 1191.19 139.26 43.28 %+
Large MT/Trd 223.79 29,25+ 2.51 %
CAN/Trd 10.32 1.99 0.27 #**
Share in MT 57.81 25.9% 16.28 =
) MT 6.37 11.19 5.10%**
Mid MT/Trd 300.95 107.99 3.08
CAN/Trd 30.96 1.7% 0.54 #*
Share in MT 16.72 43.16+ 40.12 #*+
MT 0.77 3.5 1.31 %
Smal MT/Trd 94.75 146.18+ 3.62 %
CAN/Trd 9.77 1.53 0.73*
Share in MT 5.97 57.28+ 36.80%**

36



Table I
Use of HLOs

For a market-capitalization representative sample00 of NSE-listed stocks, this table providesssro
sectional average daily statistics on the use déldn limit orders (HLOs) and displayed limit orders
(DLOs) per trader type. We distinguish between higgguency traders (HFTs), agency algorithmic
traders (AATs) and non-algorithmic traders (NATsggrovide statistics for subsamples of the largest
(30), medium (40), and smallest (30) stocks in gample. Our sample period is October to December
2013. In Panel A, we show the proportion of HLOsthbin the number of orders, and the accumulated
volume, relative to all limit orders submitted. Ranel B, we provide each trader type’s share adf bot
HLOs and DLOs. Significant difference in mediansween HFTs and AATs are shown beside AAT
numbers and between all algorithmic traders (HFmd AATS) and NATs are shown beside NAT
numbers, using the non-parametric Wilcoxon rank-sest. ***, **/ * indicate statistically differentat

the 1%, 5%, and 10% levels respectively.

Panel A: Relative use of HLOs by type of trader asagket capitalization subsample

HFTs AATSs NATs

Variable Subs. Ord. Vol. Ord. Vol. Ord. Vol.
Large 10.38 9.83 24.3%+  32.47 8.86+ 30.17+#++

% HLOs Mid 36.00 34.42 15.97 26.40 14.48  34.03
Small 15.84 15.23 3.36+ 777+« 1338+«  32.42%

Panel B: Market shares of HLOs and DLOs per tragher (%6)

Variable Subs. Orders Volume Orders Volume Orders Volume
Large 34.67 55.84 21.59 8.09+  43.74* 36.07 %

DLOs Mid 4.27 3.00 15.59+ 3.35%  80.14%* 93,65
Small 1.55 0.75 19.9@+ 217+  7854%+  Q7.08%*
Large 9.28 3.69 49.78+  30.02#+  40.99+ 66.29 %+

HLOs Mid 18.90 8.14 13.45 6.34 67.65%  85.52%kx
Small 5.80 2.49 4.36+ 157+  89.84% Q5 Q5w
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Table 1l
HLO placement in the order book

We examine the placement of hidden limit orders@d).and displayed limit orders (DLOSs), in Panels A
and B respectively, both by the number of orders the share volume. We build snapshots of the limit
order book (LOB) at the time of each new order sigbion and group the LOB levels into four segments:
(a) better than the standing quotes (“Better”),dtthe best quotes (“At”), (c) from the best qeate to 5
ticks away (“Near”), and (d) the rest (“Far”). Tlsample consists of 100 stocks listed on the NSE
between October and December 2013 split into thraket capitalization groups: largest (30), mickdiz
(40), and smallest (30) stocks. We distinguish bketw high frequency traders (HFTs), agency
algorithmic traders (AATs) and non-algorithmic teasl (NATS). Each statistic reported is the timéeser
mean of the daily proportion of orders at the fo@B level groups for all stocks taken together. We
average ask and bid quotes. Statistical tests c@ntha medians of corresponding groups across ®anel
A and B, using the non-parametric Wilcoxon rank-siest. (***, **, * indicate statistically differentat

the 1%, 5%, and 10% level respectively).

Panel A: HLOs placement

Order placement Volume placement
Subsample Aggressiveness  HFTs AATS NAT HFTs AATs NAT
Large Better 25.1% 10.81#** 12.05%* 26.64 % 7.55 % 6.80**
At 20.92 *x= 37.58#x* 17,72 30.55#*+ 36.57# 29,17 %>
Near 51.68** 38.03*+ 3110 %> 39.88*** 34.73#x* 29.80#**
Far 228 13.57+ 39.12#xx 2.93#xx 21.15% 34.30#*
Mid Better 70.14x++ 43.57 %+ 20.27#x* 72.01%x* 13.29 10.57+*
At 15.66 26.76 16.92 13.3D 45.20#* 22.68#x*
Near 14.02+ 22.57 % 27.35%x* 14.43*** 28.07#x* 24.65
Far 0.19*+ 7.10 35.45+ 0.25 %+ 13.43 42,10+
Small Better 82.33+ 49.34 5> 25.98#x* 85.07 26.96+ 16.43+*
At 5.60 **= 15.31 14.39* 4.97 #x+ 33.12%xx 17.45
Near 11.82+ 31.62%x* 27.31 %> 9.79xxx 32.62%x+ 2434+
Far 0.25*+ 3. 74+ 32.31 %> 0.18#*+ 7.29+x 41.78#x
Panel B: DLOs placement
Large Better 0.47 2.43 4.32 0.08 0.64 2.40
At 1.0¢ 5.01 7.2€ 0.8¢ 3.27 21.0¢
Neal 9.17 35.5:¢ 13.2¢ 5.92 21.8( 18.8i
Fai 89.32 57.0: 75.1¢ 93.1¢ 74.2¢ 57.72
Mid Better 36.17 23.06 11.56 3.28 13.71 7.26
At 16.5¢ 22.1¢ 16.8( 5.1Z 30.5¢ 32.0¢
Neal 31.3¢ 49.5: 22.17 37.2¢ 43.8¢ 24.6¢€
Fai 15.92 5.2¢ 49.47 54.3¢ 11.8 35.9¢
Small Better 30.88 24.52 13.17 21.05 17.53 9.32
At 14.77 13.2¢ 12.2: 15.2¢ 17.47 18.5¢
Neal 37.2¢ 55.3i 20.8: 40.1% 46.7¢ 22.71
Fai 17.1% 6.87 53.7¢ 23.5¢ 18.2% 49.3:
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Table IV
Likelihood of order execution

We study the determinants of execution of hidderitlorders (HLOs) and displayed limit orders (DLOs)
in the NSE. We distinguish between high frequemagdrs (HFTs), agency algorithmic traders (AATS)
and non-algorithmic traders (NATs). To model ordrecution likelihood, in Panel A we use an ordered
Logit model, where the dependent variable (EXE@nordinal variable that takes three possibleeslu
EXEC = 1 indicates that the limit order is canaglefore execution; EXEC = 2 indicates that thetlim
order is partially executed and then cancelled; EXES3 indicates that the limit order is fully exésd.
The models are estimated on a stock-by-stock basid, we report aggregated coefficients and
significance levels based on Chordia, Roll, and r8umanyam (2005). In Panel B we show the
unconditional execution likelihood for HLOs and D& @laced at different levels of the limit order koo
We consider three levels relative to the best quotée estimation sample consists of the 30 largest
stocks (in which HFTs are reasonably active) frammain sample of 100 stocks listed on the NSE. The
sample period is December 2013. In Panel A *** **ndicate significance at the 1%, 5% and 10%
level, respectively. In Panel B ***, ** * indicatsignificantly different from HFTs at the 1%, 5%dan
10% level, respectively.

Panel A: Likelihood of execution - Ordered prohiidal
Limit order to buy

Limit order to sell

Variable Coef. Coef.
Agar 273.7968+* 159.7378+*
OrdSize -2405.2776 -2055.9926++
HLO -0.4301*= -0.2509
HFT -2.2576*+ -2.2935%x*
AAT -1.6361 *** -1.4190%*
HLOHFT 2.581 6%+ 1.7313%=
HLOAAT 1.3648 = 0.9437#**
RSpr 530.1330+* 490.8146+=*
DepthSame -85.8532+ -59.6091*
DepthOpp 62.5362+ 72.191 2%
LOBImb -0.1518*+ 0.1550%*
LastHalfHour 0.2398+* 0.2658x+*
Ol -0.1464#* 0.1131*
TrdFreq 1.1414~ 1.4850%*
Mom 7.7690 3.9942
Volat 4897.55 6661.67
Panel B: Likelihood of execution and order placegmen
Placement/trader type HLOs DLOs
At or within the best quotes:

HFT 79.10 79.42

AAT 86.82 71.19+

NAT 85.34 86.48
Within the 2nd and 5th best quotes:

HFT 83.42 48.40

AAT 56.15*** 32.61*

NAT 66.55 *** 73.1% %
Beyond the 5th best quote

HFT 81.84 6.98

AAT 25.47 #x 24,75

NAT 51.78 % 50.51 %
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Table V
Time to completion: Survival analysis

We study the determinants of the time to full execuof non-marketable limit orders at the NSE. We
exclude market and marketable limit orders. We disip fleeting orders (as defined by Hasbrouck and
Saar, 2009). Revisions of non-executed orders raaetd as the same order. Revisions of partially-
executed orders are treated as new submissions.taiie reports the estimated parameters of an
econometric model of time-to-completion using suaVianalysis. We follow Bessembinder et al. (2009)
and Lo, et al. (2002). The model describes an acaed failure time specification of limit order
execution times under the generalized gamma digtoi. The model is estimated on a stock-by-stock
basis, and we report aggregated coefficients agdifiance levels based on Chordia, Roll, and
Subrahmanyam (2005). The estimation sample fortéfike consists of the 30 largest stocks (in which
HFTs are reasonably active) from our main sampldQff stocks listed on the NSE of India and the
sample period is December 2013. *** ** * indicat@gnificance at the 1%, 5% and 10% level,
respectively.

Variable Limit order to buy Limit order to sell
Intercept 16.711 5%+ 17.0854**+
DistMidQ 2.8183+ -1.6744x++
LastBuy 0.0762 -0.0918
DepthSame 227.392%+ 221.0423+
DepthSame -169.5214+ -151.7108++
DepthOpp -196.9867* -227.551 2
OrdSize 47.1514 37.3681*
TrdFreq -14.2400+ -10.3429+
RelTrdFreq -1.5036+* -1.4494+
HLO 1.4503*** 1.1420%*
HFT 2.7756% 2.4768+
AAT 0.4430 0.0509
HLOHFT -3.6125%*+ -2.7638*+
HLOAAT -1.5064 **+ -1.1791*
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Table VI
Implementation shortfall of HLOs

We present the effective costs of execution ancdbfportunity costs of non-execution costs of hidkiert
orders (HLOs) and displayed limit orders (DLOs)tie NSE using the implementation shortfall (ISF)
approach of Perold (1988). Execution cost for a trder is the difference between the average eixacut
price and the mid-quote at the time of order subinis multiplied by the amount of shares execuldtk
opportunity cost for a buy order is the differetetween the closing price on the day the ordeatiselled

or expires and the quote midpoint at the time ttieois submitted, multiplied by the unexecuted jpér
the order (in shares). Metrics for sell ordersaralogously computed but conveniently signed. Vgeess
each cost component on order attributes (ordereagiyreness, total size, buyer order indicator, i@
indicator), market conditions during the 30 minufg$or to order submission (trading frequency and
realized volatility), and trader-type dummies. Watireate regressions for the whole ISF, but alsattier
execution cost component (PRI), and the opportuadgts component (OPC) separately. Models are
estimated on a stock-by-stock basis. We report amedstimated coefficients across stocks, the ptrgen

of statistically significant coefficients, and thercentage of significant and positive coefficieMste that

a fully executed order has zero opportunity cast, @ fully cancelled order has zero execution dest.the
execution cost component we provide results camhili on partial execution (fill rate > 0%); for the
opportunity costs component, we provide resultdit@mal on non-full execution (fill rate < 100%Jhe
estimation sample for this table consists of thel&8@est stocks (in which HFTs are reasonably agtiv
from our main sample of 100 stocks listed on théeN India and the sample period is December 2013.
We consider only non-marketable limit orders. Rievis of non-executed orders are treated as the same
order. Revisions of partially-executed orders egated as new submissions.
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Panel A: Implementation shortfall (ISF)

Al fil rates
Variable Coef. %Signif.(pos.)
Intercept 0.0638 92.86 (60.71)
Agor 1.2400 82.14 (46.43)
OrdSize -78.4506 75.00 (14.29)
Buy -0.1703 96.43 (28.57)
HLO 0.0121 53.57 (39.29)
HFT 0.0348 78.57 (50.00)
AAT 0.0141 75.00 (50.00)
HLOHFT -0.0445 39.29 (10.71)
HLOAAT -0.0016 64.29 (35.71)
TrdFreq 0.1042 64.29 (50.00)
Volat 77.2356 60.71 (32.14)
Panel B: Effective costs (PRI)

Al fil rates Fil rate >0%
Intercept -0.0315 92.86 (0.00) -0.0151 85.71 (0.00)
Aggr 0.4152 89.29 (75.00) 12.9157 92.86 (92.86)
OrdSize -5.8493 82.14 (0.00) -70.6004 82.14 (0.00)
Buy 0.0035 89.29 (78.57) 0.0021 78.57 (63.57)
HLO -0.0139 89.29 (10.71) -0.0128 71.43 (10.71)
HFT 0.0297 89.29 (89.29) 0.0081 67.86 (64.29)
AAT 0.0338 92.86 (92.86) 0.0267 92.86 (92.86)
HLOHFT 0.0126 71.43 (64.29) 0.0503 75.00 (71.43)
HLOAAT 0.0134 92.86 (78.57) 0.0184 85.71 (78.57)
TrdFreq -0.0095 82.14 (7.14) -0.0074 75.00 (14.29)
Volat -164.6489 85.71 (10.71) -68.6062 39.29 (0.00)

Table VI (Cont.)

Implementation shortfall of HLOs

Panel C: Opportunity costs of non-execution (OPC)

Intercept
Aggr
OrdSize
Buy

HLO
HFT
AAT
HLOHFT
HLOAAT
TrdFreq
Volat

All fil rates Fill rate <100%

0.0799 92.86 (64.29) 0.1433 92.86 (64.29)
0.0653 75.00 (35.71) 0.0021 75.00 (42.86)
0.6778 57.14 (25.00) 4.9032 53.57 (25.00)
-0.1714 89.29 (28.57) -0.2998 89.29 (28.57)
0.0432 67.86 (563.57) 0.1359 53.57 (39.29)
-0.0033 78.57 (32.14) -0.0358 71.43 (21.43)
-0.0182 67.86 (14.29) -0.0744 78.57 (14.29)
-0.0714 46.43 (10.71) -0.1022 50.00 (10.71)
-0.0292 82.14 (32.14) -0.0633 67.86 (25.00)
0.1159 71.43 (53.57) 0.4274 67.86 (53.57)
193.9898 57.14 (32.14) 239.0775 67.86 (35.71)
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Table VII
Order size

We provide cross-sectional average daily statigticthe empirical distribution of the size of hiddanit
orders (HLOs) and displayed limit orders (DLOs}hie NSE. The sample consists of 100 stocks listed o
the NSE between October and December 2013 thaphitérgo three market capitalization groups: large
caps (Panel A), mid-sized (Panel B), and small c@pasnel C), of sizes 30, 40, and 30 stocks,
respectively. We distinguish between high frequetnagiers (HFTs), agency algorithmic traders (AATS)
and non-algorithmic traders (NATS). The analysisb@sed on order-by-order data that we group
according to the full (displayed plus non-displayetter size. Trade size categories are defingdtal
(both displayed and hidden) shares. We use thesample Kolmogorov-Smirnov (Massey, 1951) test to
compare the order size distributions of HLOs andOBlsubmitted by the different trader categories. We
provide the percentage of HLOs and DLOs in eackresize category per trader type. ***, ** * indiea
statistically different than the corresponding HFStatistic at the 1%, 5% and 10% level, respetfive
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Panel A. Large caps

HFTs AATs NATs
Order size distrib. (%) DLOs HLOs DLOs HLOs DLOs HLOs
(0,50] 511 76.28 60.17 55.23 65.99 29.13
(50,75] 0.79 10.15 10.91 8.25 1.52 2.69
(75,100] 1.19 0.55 4.18 6.25 11.14 11.19
(100,200] 22.01 2.24 11.42 12.11 6.36 11.98
(200,500] 46.53 7.91 10.40 11.33 9.03 22.26
(500,1000] 19.02 2.39 1.54 4.03 3.26 10.79
(1000,2500] 2.82 0.44 0.73 2.03 1.46 6.07
>2500 2.53 0.05 0.65 0.77 1.24 5.89
HFTs vs. AATs/NATSs (p-value) 0.00 0.00
DLOs vs. HLOs (p-value) 0.00 0.00 0.00
Average size (sh.) 1150.50 459.58 345:86 880.65* 309.27+  1139.59*
Panel B. Mid-sized caps
(0,50] 62.98 98.72 71.60 63.84 51.81 31.53
(50,75] 3.19 1.03 9.48 6.67 1.86 1.69
(75,100] 7.19 0.24 8.60 4.61 14.21 13.44
(100,200] 8.23 0.01 4.74 8.79 9.87 10.01
(200,500] 6.09 0.00 4.56 8.82 12.86 19.83
(500,1000] 1.55 0.00 0.59 4.00 5.00 10.06
(1000,2500] 0.81 0.00 0.27 211 2.38 6.61
>2500 9.96 0.00 0.15 1.17 2.01 6.84
HFTs vs. AATs/NATSs (p-value) 0.00 0.00
DLOs vs. HLOs (p-value) 0.00 0.00 0.00
Average size (sh.) 207.85 94.35 96.68 134257  396.23+x  1247.97+
Panel C. Small caps
(0,50] 46.51  83.96 87.99 75.64 47.95 20.77
(50,75] 419 1544 1.43 3.16 1.58 1.75
(75,100] 29.71 0.58 7.82 3.20 14.85 16.32
(100,200] 12.24 0.00 1.62 6.11 11.10 12.46
(200,500] 5.85 0.01 0.84 5.62 15.76 22.51
(500,1000] 1.07 0.00 0.20 3.02 5.23 12.22
(1000,2500] 0.41 0.00 0.08 2.16 2.15 6.96
>2500 0.01 0.00 0.03 1.10 1.38 7.03
HFTs vs. AATs/NATSs (p-value) 0.00 0.00
DLOs vs. HLOs (p-value) 0.00 0.00 0.00
Average size (sh.) 127.81  99.06 49.52 740:69  319.05++ 1196.78
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Table VIII
Impulse-response functions and order-flow related ariance decomposition

In Panels A and B we provide stock-day average Isgpresponse functions (IRF) from an extended
VAR (Hasbrouck, 1991a). In Panel C we estimatedfiigient variance using the Hasbrouck (1991b)
approach and decompose the efficient varianceantorder-flow-related component and an order-flow-
unrelated component. For all models we use ordel ata for December 2013 on the 30 largest stocks
in our representative sample of 100 NSE-listedksto€he models are defined in event tif)eWhere an
event may be a limit order submission, cancellat@rtrade. Revisions that improve (degrade) prares
increase (decrease) quoted depth are treated mslider submissions (cancellations). We distinguis
between high frequency traders (HFTs), agency #hgoic traders (AATS), and non-algorithmic traders
(NATSs). We differentiate between hidden (HLOs) aligplayed limit orders (DLOS). As a result of these
partitions, the models have 13 equations: onehferguote midpoint return and & order-flow related
variables. The optimal number of lags is determinsithg the Schwarz' Bayesian Information Criterion.
“Trade” variables are signed +1 (-1) for buyerdlése) initiated trades. “DLO”, “HLO” or “Cancellan”
variables that happen on the ask (bid) side of.tBB are signed (-1) +1. We assume the trading m®ce
restarts each day, resetting all lagged value®to. Standard errors are clustered by both stodkday
(Thompson, 2011). In Panel B, present the IRF testdgrolling for order aggressiveness(a) versus non
aggressiveness (na). ***, ** * indicate significaamat the 1%, 5% and 10% level, respectively. Imelza

B and C, we boldface those coefficients for AAT=d alATs that are significantly different from
corresponding coefficients for HFTSs.

Panel A: IRF - Continously-compound return (in bgints)

Trader type
Message All traders HFT AAT NAT
Trades 1.227% 0.7259 »** 0.8582++
(0.1382) (0.1017) (0.1474)
DLO 0.0816** 0.0568 *** 0.1640%*+
(0.0318) (0.0099) (0.0260)
HLO 0.191 3+ 0.2401 *** 0.2170%*+
(0.0536) (0.0328) (0.0308)
Cancelations 0.0798+ 0.0454 »** 0.1233***
(0.0291) (0.0117) (0.0254)
Panel B: IRF - controling for aggressiveness
Trades 1.159%* 0.7273 *** 0.8583**+
(0.1261) (0.1039) (0.1485)
DLOa 0.251 2+ 0.2410 *** 0.6221 **+
(0.0505) (0.0288) (0.0696)
DLOna 0.0111* -0.0014 -0.0002
(0.0064) (0.0052) (0.0039)
HLOa 0.1778 0.3523 *** 0.4907**+
(0.1132) (0.0445) (0.0543)
HLOna -0.0351 -0.0239 **
(0.0225) (0.0116)
Cancelations 0.0628+ 0.0502 *** 0.1163***
(0.0196) (0.0100) (0.0238)
Panel C: OF-related efficient variance (OFEV) deoosition
Trades 67.05 16.09+ 21.39% 29.57 %
(1.69) (3.13) (2.24)
Limit orders 25.95 6.18* 9.25%** 10.52x*
(1.03) (1.21) (0.93)
HLOs 7.84 0.46+ 5.68*** 1.69
(0.18) (0.87) (0.14)
Cancellations -0.84 2.29+ -1.78*+ -1.34 %
0.72) (0.73) (0.25)
Al orders 25.02 34.54 40.44
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Table IX
Information shares

The table reports the average stock-day informatfares (IS) for different types of traders andeosdn
the NSE. Information shares are estimated usindtdask (1995) approach. We report lower bound
(minimum), upper bound (maximum), and average mfdion shares for three types of traders:
proprietary ATs (hereafter, HFTs), agency ATs (hémr, AATs), and non-ATs (hereafter, NATS).
Moreover, we distinguish between hidden limit oed@iLOs) and fully displayed limit orders (DLOSs).
On a one-second frequency, we obtain the best gjfioteeach trader type and order type. The pritk pa
of each trader type and order type pair is giventh®y quote midpoint prevailing at the end of each
second. Using the IS approach, we decompose thatigarin the unobserved common efficient price
into individual components attributable to specifiader and order type. Our main purpose is to @am
the fraction of price discovery attributable to HL@nd how much of it is attributable to HFTs’ an@sA
orders. We use order level data for December 20ilthe 30 largest stocks in our representative sampl
of 100 NSE-listed stocks. *** ** * next to a HFT®r ATs’ IS indicates that the IS statistic is
significantly different from the corresponding NATS statistic for the same order type.

Information shares (%)

Trader type Order Min. Max. Avg.
T DLO 15.87 45.83 30.85
HLO 5.91 6.34w++ 6.13%
DLO 8.81w 3444w 21,62
AATS HLO 5.00 10,25+ 7.62+
DLO 16.22 47.62 31.92
NATS HLO 6.36 17.39 11.87
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Table

X

Undercutting using HLOs

We present the proportions of hidden (and displageders used for undercutting by the three trader
categories (in Panel A) and use a logit regressiodel to study the likelihood of undercutting besk
three trader types (in Panel B). We define an und#éng limit order as a limit order that (a) isapkd
immediately after another submission on the sahe af the market, (b) comes in under 10 millisesond
of the previous order, and (c) improves the prideth® previous one. We present results using
undercutting orders restricted to the five besttgsioWe divide the total number of undercuttingessdof
each type — hidden and displayed — placed by eacdlert type — HFT, AAT, and NAT — by all orders
submitted of a given type by each trader type. \Wesent those fractions in Panel A.
present the coefficients and odds ratios of thé legression where the dependent variable is antgm
that takes the value of 1 if the order is an ungitirgy order, O otherwise. The models are estimated
stock-by-stock basis, and we report aggregatedicegits and t-statistics using the approach inr@izo
Roll, and Subrahmanyam (2005). The estimation sarfgulthis table consists of the 30 largest stdioks
which HFTs are reasonably active) from our main@arof 100 stocks listed on the NSE of India aral th
sample period is December 2013. *** ** * indicat@gnificance at the 1%, 5%, and 10% level

respectively.

Panel A: Descriptive statistics on undercuttinga®érders)

First case: At least 20 orders per category areksiay

Order TraderType Bid side Ask side
HFT 5.0208+* 5.4092x+x
HLO AAT 3.2303 **+ 3.4066**+
NAT 0.8173#*+ 0.8078x*
HFT 3.0091x* 3.2427*
DLO AAT 4.6264 *+* 5.0179%*+
NAT 1.1373#* 1.1707***
Second case: At least 50 orders per category ack-giay
Order TraderType Bid side Ask side
HFT 5.6019#* 6.0651*+
HLO AAT 3.3964 **+ 3.4847xx+
NAT 0.8088**+ 0.8025x*+
HFT 2.6037x* 2.7307**
DLO AAT 5.1687 **+ 5.5820%*+
NAT 1.0611** 1.0792#*

Panel B: Logit model on undercutting

Variable Coef. Oddsratio CRS t-stat
DispSizeUnd 0.0004++ 1.0004 10.03
Aggrund -0.0744++ 0.9283 -119.14
HFT 0.7620%+ 2.1425 39.49
AAT 0.9856 **+ 2.6794 40.69
HLOHFT 0.4149#= 1.5142 7.67
HLOAAT -0.1902 0.8268 -0.06
HLONAT -0.5556#** 0.5737 -3.96
HidVol 0.4489#** 1.5666 66.72
RSpr 0.0300+** 1.0304 39.78
DepthSame/100 0.3798 1.4620 10.71
DepthOpp/100 -0.9478+ 0.3876 -9.27
Volat*10000 0.0134+= 1.0135 22.57
Intercept -4.0663+*+ -183.04

In Panel B we
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Table XI
Volatility anticipation strategies using HLOs

We present regressions of quote midpoint realizadtiity (post order submission) on order attriggitand
their interactions. We provide results on two typdsvolatilities — volatility 30 second post ordand
volatility 60 second post order. The models aréneged on pooled regression basis, controllingday,
stock and time of the day fixed effects. The edtiomasample for this table consists of the 30 latgdocks
(in which HFTs are reasonably active) from our neample of 100 stocks listed on the NSE of Indid tue
sample period is December 2013. ***, ** * indicadignificance at the 1%, 5%, and 10% level respelti

RVolat

Coeficient 30 sec. 60 sec.
Intercept 0.7609+ 1.3794»
LagRVolat 0.3160 0.3712x
HLO -0.3735% -0.5784x
NAGR 0.0268+ 0.0048
HLONAGR 0.184 1w 0.3136#
HFT 0.424 2% 0.5355%
HLOHFT 0.7382x 0.9701»
NAGRHFT -0.3944 -0.4989~
HLONAGRHFT 1.901 2% 2.5756%
AAT 0.0451 #= 0.0198#=
HLOAAT 0.2661 = 0.4428%
NAGRAAT -0.0325#= -0.0200*
HLONAGRAAT -0.1523#= -0.2741%
Stock fixed effects Yes Yes
Daily fixed effects Yes Yes
Intraday fixed effects Yes Yes
Obs. 16459038 16406676
Adj. R? 0.2255 0.3128
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Figure 1
Hidden depth in the Nasdaq Limit order book

We plot the cross-sectional average percentadeedfitiden depth in the Nasdagq limit order booklier
“crisis week” of September 2008, the five days (geck) with lowest and highest volatility. Whileet
study sample consists of 120 firms split into langéd-sized and small caps, we show results harthéo
large and small cap samples. We use order by diatarcollected from one-minute snapshots of the ten
best ask and bid order book levels.
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Figure 2
Probability of submitting an HLO conditional on ord er size and aggressiveness

We plot estimated cross-sectional daily averagdatiities of hidden limit order (HLO) submissiom i
the NSE conditional on order size and order aggressss. We distinguish between high frequency
traders (HFTs), agency algorithmic traders (AATaf anon-algorithmic traders (NATS). The sample
consists of the 30 largest stocks from our sizatifikd sample of 100 stocks listed on the NSE ketw
October and December 2013. We combine the limiéiobdok levels into three groups: at the best cuote
(“At™); from the best quotes up to 5 ticks away €&t”), and the rest (“Far”). For each order sieggel of
aggressiveness, and type of trader, we providpe¢heentage of HLOs out of all the non-marketabtetli
orders submitted. Figures 1.a, 1.b, and 1.c praiddindings for HFTs, AATS, and NATS respectively
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Appendix A
Building the Limit Order Book of from NSE order data

The National Stock Exchange of India (NSE) provitkes types of files: order files
and trade files. Order files contain all the messdmaffic. Each order has an
identification code that allows us to follow thestary of the order from submission to
execution/cancellation/expiry. Messages are tireiped to the nearest microsecond.
For each order, we know the type of message (nelamisgion, revision, or
cancellation); the type of order (limit order or mket orders); the type of trader
submitting the order (HFT, AAT or NAT, based on ttentification of trader accounts
described in the accompanying paper); the ordexctan (buy or sell), and the total
size of the order. For limit orders we also know timit price, and for iceberg orders
we know both the total size and the displayed ¢§meéden volume is the difference
between the total size and the displayed size) fildhalso identifies orders with special
conditions: immediate-or-cancel, and on stop. Taée files provide, for each trade, the
buy and sell orders matched; the type of trademdttibg each order; the trade size, and

the trade price.

We start each day assuming the limit order bookBL.@& empty. We use the
registers of the opening auction from the order fo build the LOB pre-allocation.
Orders in the NSE are sorted by price-time prigntith market orders having priority
over limit orders, no matter the time of submissidime trade files provide the
information about orders matched at the allocapane of the opening call auction.
Non-allocated market orders at the end of the andiime are transformed into limit
orders at the allocation price. If there are nddreegisters associated with the opening
auction it indicates that there was no allocatioep In such cases, market orders are
stored at the closing price of the previous sessityve result is the initial snapshot of

the LOB for the corresponding day.

Then, we update the state of the LOB conditionedeach and every posterior
message (new submission, revision, or cancellationhg the continuous session. We
match the order and the trade files, checking #hatry market order and every
marketable limit order submitted have their coroggping trade registers. By doing so,
we can also discern the actual direction of eaathetri.e., whether the trade is buyer- or

seller-initiated.
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During the continuous session HLOs orders are &tbwhs in other markets around
the world, the hidden part of the iceberg ordesedotime priority against displayed
limit orders. Accordingly, every time the displayedlume unit of an iceberg order is
exhausted, the emerging new displayed volume uontes to the end of the queue of all
standing limit orders at the same price. Our pnogedlows us to obtain snapshots of
both the displayed and the hidden components oL @B at every instant during the

continuous session.

Order revisions are the most common type of messatiee NSE. These revisions
can change the order size, the limit price, or b8thme of these updates can change the
priority of the execution of the order. In partiaylincreases in volume will cause losing
time priority. Decreases in volume, however, witht change priority. Obviously,
increases (decreases) in the limit price of a @&tandmit order to buy (sell) will
increase price priority. Changes in hidden voluniin wo change in displayed volume
are possible. In that case, the displayed partefiteberg order does not lose time
priority. We update the state of the LOB after eembision to reflect these changes in

price-time priority.

Changes in the type of order, from “on stop” toioady or the other way around are
possible, but not very frequent. When an “on stoqaler changes to ordinary order, it is
treated as a new submission. When an ordinary octanges to “on stop”, it is
removed from the LOB. Orders on stop can be revisbde not activated. Once
activated, a new register indicates the changdatus and the final conditions under
which the order reaches the LOB. At that point, ahder is treated as an ordinary new
submission. Immediate-or-cancel orders only chatige book if executed and,

therefore, generate a trade.

The best proof that our program works is that #multing LOB file and the trade
file perfectly match. When a marketable limit ornsarket order is submitted, the
associated sequence of trade registers is consigtidm what can be inferred by
matching the incoming aggressive order with thecggtime priority sorted orders
standing in the LOB, and controlling for hidden wole. Additionally, there are no
inconsistencies between the timing of order flowrds and the timing of the associated

trades.
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Appendix B

Table IB |
Nasdaq descriptive statistics

We provide evidence on the use of hidden limit sd&lLOs) by HFTs in the US using the Nasdaq's
HFT database. We provide results for the whole $ampcept the crisis week of September 2008. The
analysis is based on order by order data colleftted one-minute snapshots of the 10 best ask ahd bi
LOB levels. We distinguish between two types ofitna: high-frequency traders (HFTs) and non-HFTs
(“Others”). The database includes a HFT “flag” thiwntifies the HFT orders in the LOB. It also undés

a “HLO” flag that allows us to distinguish HLOs froDLOs. The sample consists of 120 Nasdag-listed
firms that we split into 3 subsamples of 40 stoo&ised on market capitalization. Tests are basdteon
non-parametric rank sum test of Wilcoxon (1963).

Cross-sectional daily average statistic All Large Mid meh

Displayed relative spread (bsp) 31.99 7.40 22457 65.99##x
Posted relative spread (bsp) 26.27 6.31 1907 53.41 %
Displayed depth at the best quotes ($US) 62621.35 81%K31 28198.4 1+ 5845.91%*
Total depth at the best quotes ($US) 96453.74 222653. 49520.39** 15787.58+*
Displayed depth 5 best quotes ($US) 445666.30 1138066 157180.80+* 43351.34+
Total depth 5 best quotes ($US) 555882.43  1362283.7(R4485.33+* 80878.30+*
Hidden volume at the best quotes (% time) 71.72 78.95 69.30%*+ 66.91##x
Hidden volume within the best displayed quotesirfié)t 72.08 48.99 77.75* 89.50%#«
HFTs at the best quotes (% time) 67.41 93.23 6289 46.11%x*
HFTs contribution to the best quotes depth (%) 30.90 50.41 25.36:+* 16.92#++
HFTs contribution to the 5 best quotes depth (%) 8Q26. 36.84 23.58#* 19.97#++

*rk %k % means statistically different than largeaps
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Table IB Il
Use of HLOs in the Nasdaq market

We provide daily cross-sectional average statigticghe use of undisclosed limit orders (HLOs) and
disclosed limit orders (DLOs) in the Nasdaq. Thalgsis is based on order by order data collecteuh fr
one-minute snapshots of the 10 best ask and bid lgvBls. We distinguish between two types of
traders: high-frequency traders (HFTs) and non-HAhe sample consists of 120 NASDAQ-listed firms
that we split into 3 subsamples of 40 stocks basedarket capitalization. Tests are based on time no
parametric rank sum test of Wilcoxon (1963). *** * indicate differences between HFTs and non-
HFTSs are significant at the 1%, 5%, and 10% legspectively.

Trader types
HFTs non-HFTs Dif.
Variable Orders  Vol./1000 Orders  Vol./1000 Orders Volbao
HLOs Large 1223.60 624.24 1238.25 5252.19 -1465 -4627.95%*
Mid 624.07 422.34 1089.13 1592.48 -465:06 -1170.14%*
Small 634.34 700.77 1348.82 1654.52 -714:48 -953.75%*+
Orders (%) Vol. (%) Orders (%) Vol. (%) Orders (%) \(6l)
% HLOs/LOs  Large 21.80 15.25 15.39 21.74 6:40 -6.49*
Mid 23.17 34.71 15.43 27.13 7.4 7.58 %+
Small 31.65 47.84 19.74 35.31 11.96 12.54 %=
Share of HLOs Large 44.00 16.83 56.00 83.17 -1201 -66.34***
Mid 33.33 28.04 66.67 71.96 -33.3% -43.92%**
Small 30.97 34.46 69.03 65.54 -38.67 -31.08***
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Table IB 1l
Hidden order and volume placement in the order bookn the Nasdaq market

We examine the placement of hidden limit orderd displayed limit orders across 3 levels of theitlim
order book (LOB) - (a) at the best quotes (“Ath) from the best quotes up to 5 ticks away (“Neaatjd

(c) the rest (“Far”). Panel A includes the resuts share volume of orders and Panel B presents the
results on number of orders. We provide resultstlier whole sample period except the crisis week of
September 2008. The analysis is based on orderdgy data collected from one-minute snapshotsef th
10 best ask and bid LOB levels. We distinguish leetwtwo types of traders: high-frequency traders
(HFTs) and non-HFTs (“Others”). The database inetud HFT “flag” that identifies the HFT orders in
the LOB. It also includes a “HLO” flag that allows to distinguish HLOs from DLOs. The sample
consists of 120 Nasdag-listed firms that we spiibi3 subsamples of 40 stocks based on market
capitalization. We only report our findings for th8 largest. Tests are based on the non-paranatric
sum test of Wilcoxon (1963). ***, ** * indicate ghificance at the 1%, 5%, and 10% level respegtivel

Panel A: Volume

Trader types
HFTs Others
Posttion Displayed Hidden Displayed Hidden
At 11.48 32.92 4.96* 23.70 %+
Near 49.49 52.44 39.35+ 36.17#x+
Far 39.03 14.64 55.69* 40.13#*+
Panel B: Orders
DLOs HLOs DLOs HLOs

At 9.63 30.26 8.13* 22.45%x+
Near 44.74 59.13 37.66+ 47 .20 %+
Far 45.63 10.61 54,29+ 30.34 #x+
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Figure IB 1. Probability of submitting an HLO conditional on order size and aggressiveness

We plot cross-sectional daily average probabilityHbO submission conditional on the order size and
aggressiveness. We distinguish between high-fre;yugmaders (HFTs) and non-HFTs (“Others”). The
sample period consists of 50 non-consecutive days 008 to 2010. We exclude the “crisis week” of
September 2008. The sample consists of 120 Nassted-lfirms split into three equally-sized
subsamples: large, mid-sized (not reported), anallstaps. We use order by order data collected from
one-minute snapshots of the ten best ask and bl le@els. We define three levels of aggressiveness:
(a) at the best quotes (“At"); (b) up to five tickaray from the best quotes (“Near”), 6 ticks awaynore
from the best quote (“Far”). We consider order sitem 1 to 1,000 shares in increments of oneilet, (

(0, 100], (100, 200] ... (900 1,000]), from 1,00010,000 shares in increments of 10 lots (i.e., @,00
2,000], (2,000 3,000] ... (9,000 10,000]), and ord#rsize greater than 10,000 shares
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Appendix C
List of variables and scaling factors

Variable Definition Multiplier

AAT Indicator variable that equals 1 for orders sittieh by AATs and O otherwise

Agar Distance of the order’s limit price from thepmsite quote price, suitably signed (a higher viallieates a 100
more aggressively priced order) divided by the guaitipoint

Aggrund Distance of the undercutted order’s limit pricexirthe opposite quote price, suitably signed (eehighlue
indicates a more aggressively priced order) divioethe quote midpoint

Buy Indicator variable that equals 1 for buy ordsrd O otherwise

DispSizeUnd  Displayed size of the undercutted order

DepthOpp Displayed depth at the best ask (bid) fmna(sell) order divided by the average dailyitrgdolume 1/10000000

DepthSame Displayed depth at the best bid (aslg) lfiuy (sell) order divided by the average dailfibgvolume 1000

HFT Indicator variable that equals 1 for orders ngtted by HFT and O otherwise

HidVol Indicator equals to 1 if presence of hiddelume on the same side is deteced, 0 otherwise

HLO Indicator variable that equals 1 for hidden osdend O otherwise

LagRVolat First lag of RVolat

LastBuy Indicator variable that equals 1 If the teastle is buyer inttiated and O otherwise

LastHalfHour  Indicator variable that equals 1 fadens submitted in the last hour of the tradingatayO otherwise

LOBImb Percentual difference between the accumulatedagleshidepth in the best five bid and ask quotdseof t 100
book, suitably signed (i.e., positive when same digpth exceeds opposite side depth)

DistMidQ Difference between the quote midpoint amellimit price of the order 100

Mom Continuously compound quote midpoint returast b minutes

NAT Indicator variable that equals 1 for orders sitohby NATs and O otherwise

Ol Buyer-initiated volume minus seller-initiated woke divided by total volume in last 5 minutes

OrdSize Total (displayed plus hidden) size of thieodivided by average daily trading volume

NonAggr Indicator variable that equals 1 for ordstbmited beyond the prevailing best quotes antth€rwise

RVolat Realized volatiity computed from quote mid® collected at regular 1-second intervals

RelTrdFreq Number of shares traded in last 30 nsndikéded by number of shares traded in last 60tesn

RSpr Bid-ask spread divided by the quote midpoint

TrdFreq Number of shares traded per second within th&k minutes

Volat Sum of the squared continuously compount quote-ainitipeturn over the lak minute: 1/100000¢

k = 60 minutes in Table IV and VI, 5 minutes in BbV/, VII, and XI
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Appendix D
Additional result and Methodological details

Table IA IV
The order exposure decision

We study the determinants of the order (non-) exposlecision of high frequency traders (HFTs), agen
algorithmic traders (AATs) and non-algorithmic teasl (NATs). We use logistic models (Panel A) ofesrd
characteristics and market conditions to studyctimce between submitting a hidden limit order (Hla@d a
fully displayed limit order (DLO). We exclude allarket and marketable limit orders. The dependenabke
equals one (zero) if the NAT submits a HLO (DLO)eWse Tobit models (Panel B) of order charactessti
and market conditions to study the decision of houch volume of a limit order is hidden. The deperde
variable here is the amount of shares hidden, narethby the stock’s average daily trading volurhbe
models are estimated on a stock-by-stock basisweneport aggregated coefficients and t-statist&ieg the
approach in Chordia, Roll, and Subrahmanyam (200&g. estimation sample for this table consisthef30
largest stocks (in which HFTs are reasonably apfivem our main sample of 100 stocks listed onNI&E.
The sample period is December 2013. *** ** * jgdie significance at the 1%, 5%, and 10% level
respectively.

Panel A: Decision to hide - logistic model

ATs
Variable HFTs AATs NATs
Intercept -3.9108+ -0.8195%* -1.8061#*+
Price aggressiveness 2865.7587  511.3416 65.7729+*
Total order size 31.7138 19.9858x*+ 18.3290++*
Relative spread 1558.2256 -69.7108 -4.0103
Depth same side -586.9779  -216.5916 -88.1710x=
Depth opposite side 39.8854 50.2558 -30.9239+
Stock volatilty -0.0141 -0.0031 -0.0062+
Waiting time -50.3939 24.9165 15.5722+
Trade frequency -1.5337 -0.4582 -0.7669
Hidden same side -3.0559 0.0679 -0.2246
LOB order imbalance 15.7592 0.4677 -0.2394
Last trade size -3.4383+ -2.0167* -0.4277+
Market volatility -0.0017 -0.0014 -0.0001
Last half hour indicator 572.66061* 72.4503 -169.1852++

Panel B: Magnitude of hidden volume - Tobit model

Intercept -0.0041 -0.000%# -0.0031**+
Price aggressiveness 0.2886 0.0726%* 0.0607+
Total order size 0.0043 0.006% 0.0055x#*
Relative spread 0.1933+ -0.0168 0.0709
Depth same side -0.0479 -0.0461 -0.0332
Depth opposite side 0.0051 0.0035 -0.0278
Stock volatility 0.5508 0.0208 -0.050%
Waiting time -0.0060 0.0014 0.0049
Trade frequency -0.0075 -0.0002 -0.0005
Hidden same side -0.0874 -0.0033 0.0004
LOB order imbalance 0.0007 0.0010 0.0016
Last trade size -0.0003 -0.0003 -0.0001
Market volatility 0.0000 0.0000 0.0000
Last half hour indicator 0.0544 0.0843 -0.0466

**% %% % means statistically significant at the 19%% and 10% level, respectively



Table VIII (Panels A and B)
Impulse-response function (VAR model)

We investigate the permanent price impact (inforomal content) of different types
of orders by different trader types. As order types consider market and marketable
limit orders (Trades), displayed non-marketableitliorders (DLO), non-marketable
hidden orders (HLO), and cancellations of standingt orders. We consider three
types of traders: HFTs, AATs, and NATs. To estimiie permanent price impact of
each type of order, we use the VAR approach of Haslkx (1991a), as extended by
Fleming, Mizrach, and Nguyen (2015) and Brogaarehdérshott, and Riordan (2019).
The model is defined in event time, where each rordean observationt), and
estimated per stock-day. We assume the tradingepsoestarts each day, resetting all

lagged values to zero. The model is,

F—Zar Zﬁmx Zﬂf’zxf-j+"'+iﬂf’12X3-2j+€

j=0

— 1 1,1 y1 1,2 y2 1,12
=S ain, s 3B+ S AN e S AR

:Zi:aJZrt Zﬁ21X1 +Zﬁ22X2 +Zﬁ212X12 [1]

n n n
12 12 12,1 y1 12,2 y2 12,12
X, _Zaj rf—j"’Z'Bj Xr—j"'zﬂj Xej+ +Z'8 X, j+,ut
=1

Jj=1 J=1

or in compact form
n
Yo =2 A+
i=1

where y, = (r X) is the 1x13 vector of contemporaneous degpendariables and

gﬁ’:(at,,ut) is the 1x13 vector of innovations to the dependartables;r; is the

continuously compound quote midpoint return expdss basis pointsx; is a vector
of order-flow related variables. By combining theypes of traders and the 4 types of
events/orders, we have 12 possible order-flow caieg X' to X*): NAT/AT/HFT —
Trade, NAT/AT/HFT — DLO, NAT/AT/HFT — HLO, NAT/AT/HFT — Cancellation.
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EachX can take one of three possible values: 0, 1 oX*E 1(-1) if ordert is a buy
(sell) order of typek and zero otherwise. Because the model is definezl/ént time,
wheneverX = 1, X* = 0 Ozz. The number of lagsn) is stock-day specific and
determined using the Schwarz' Bayesian Informat©nterion (SBIC), which
Lutkepohl (2005, p. 148-152) shows provides coasisestimates of the true lag order.

As in Hasbrouck (1991a) original VAR model, we amsucontemporaneous
causality running from the order flow to the chasge prices. Accordingly, the 13x13

matrix Ao equals

1 _no1 _ 0,2 _ 0,3 _ﬁ 0,12
0 0 0 0
0 1 0 0 - 0
0 0 1 0 - 0
A= 0 0 0 1 :
: : 0
0 0 0 0o 1

and the variance-covariance matrix of the residbat®mes,

Var(ci){%f g}

where g? s the variance of the innovatiorr{d is a 1x12 vector of zeros, afdl  is

the variance-covariance matrix Xf

Because the model is defined in event tifde,  is-d@gonal. For a representative
stock-day, the average contemporaneous correlat@ossy® innovations is about
0.1%. Nonetheless, we follow Brogaard et al. (2Gh9Qomputing orthogonalized and
order independent IRFs. The IRF for trades andrer@@ncellations) is computed for a
unitary positive (negative) shock at period 0, assuming the model is in a steady state
(i.e., all lagged variables equal to zero), and shbsequent price impact (in basis
points) is accumulated over the next 20 periode Miedel is estimated for each stock-
day, and we report the average IRF across stock-d8iatistical significance is

clustered by stock and day (e.g., Thompson, 2011).
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Table VIII (Panel C)
Order Flow-related efficient variance decomposition

The analysis summarized in Table VIl (Panels A &)dorovides estimates of the
average information content of particular typesoafers submitted by particular types
of traders. That analysis, however, should not mterpreted in terms of overall
contributions to price discovery, since we igndre frequency with which each event
takes place. In Table VIl Panel C, we follow Hamlwk (1991b) to estimate the
relative contribution of the different (trader typerder type) binomials to the

component of the long-run variance of the stocklaitable to the order flow.

From the VMA representation of a VAR model simitar [1] but with only two
variables (quote midpoint changes and trades), fdask (1991b) obtains an estimate
of the long-run variance of the corresponding assstz, which he further decomposes
into a trade-related component, due to the innomatto the trading process (i..in
[2]) and a trade-unrelated component, due to tmewuations to the quote midpoint
changes (i.es in [1]). Because of the one-directional causalgguanption (from trades

to quotes)g are contemporaneously uncorrelated with

Specifically, the VAR model in [1] can be re-writtas
AY =2 AY & - ALY =4,
j=1

whereL is the lag operator, that it)y, = Y; » aAf)is a lag polynomial, that is,

A(L)=A —z A L' . Its VMA representation would be
=1

Y =¥(L)¢ [2]

In expanded form, the VMA in [2] is as follows,
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Notice that [3] keeps the contemporaneous cauddityfrom orders to trades.
Hasbrouck (1991b) defines the order-flow relateangonent of the long-run

variance of the stock,j as

=Var (E[Am |,Ut]) _ agm,,u [4]

X Var (Am) o2
Now assume that any non-diagonal elemenitan(z,)=<Q isigiblg; they actually
are, as we have explained before. ta,%t:( A/ N M be the emtov of order

flow related coefficients at lggin ther; equation of the VMA model [3]. Therefore, the

row vector of cumulated impacts of order-flow-ret unitary shocks is
=" & :(ZT:O(”jO’1’ZT:o¢jO'2"~-’ZT:OWJOJZ)- Similarly, the cumulated impact of a
unitary order flow unrelated shock =1+ Z;H}’ . Hasbrouck (1991b) shows that the

long run variance (the variance of the efficient@y can be computed from the VMA

coefficients aso>, =@ @ +6°0? , and the order flow related eéfitivariance can be

decomposed as
Ol =026 = (L, @") 0 +(S0) o+t (E,0) 0, 18

that is, the sum of the variance of the IRFs otoftbw related shocks.

In Table VIl Panel C, we provide the contributioheach (trader type, order type)

binomial’s related shocks to the long-run variaoemponent in eq. [5].
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Table IX
Information shares

Following Hasbrouck (1995), we estimate stock-dafprmation shares (IS) for
different trader-type/order-type combinations. étmerast to analyses run in event time,
Hasbrouck’s IS approach evaluates price discovgingurader-type/order-type specific
quotes collected at regular time intervals. As dateBrogaard et al. (2019), event time
analyses do not account for tiny differences inrdgsponse of different traders to new
public information releases, which result in thébseguent price discovery being
attributed to the fastest traders. Thus, the K% @smore conservative timing approach

to price discovery.

We compute trader-type/order-type specific quotdpmints prevailing at the end of
each second. We consider three types of trader§qHRATs, and NATSs) and two
types of orders (DLOs and HLOSs). For each tradpe tyve collect the best ask and bid
quotes supported by standing DLOs and compute ub&gmidpoint by averaging the
best ask and bid quotes. In case there are no Btabsling on the LOB for that trader
type, the observation is replaced by the closestquling non-missing observation. For
HLOs, we proceed in the same way.

Hasbrouck’s (1995) approach decomposes the variahtiee underlying efficient
price into components attributable to the differeater-type/order type pairs, the so-
called “information shares”. The first step of tmethodology estimates a Vector Error-
Correction (VEC) Model for each stock-day, undee thssumption that the quote
midpoints are co-integrated. The VEC model is regzbm eq. [6]

AquI - a,HuBOH +Zn:¢14|,m Aqu +Zn:¢14| ,HDAquD +Zn:¢r| Al AqA| +Zn:¢{” ,ADAqAD +Zn:¢r| NI AqNI +Zn:¢;]-u ‘NDAqtND +€‘HI
j=1 j=1 j=1 j=1 =1 =1
AqHD - a,HDrﬂqH +Zn:¢1-m,m AquI +i¢{-{D,HDAthD +Zn:¢{-m,m r‘A' +i¢{—lD,ADAthD +Zn:¢)]-m,m AqNI +Zn:¢{—|D,NDAqlND +£‘HD
j=1 j=1 j=1 j=1 =1 =1
AqA| - aAquH +Zn:¢]AI,HIAquI +i¢jﬁl,HDAq‘HD +ZH:¢JN Al AqA| +Zn:¢JN ,ADAqAD +Zn:¢JN NI AqNI +Zn:¢JN ‘NDAqlND +£‘AI [6]
j=1 j=1 j=1 j=1 i=1 i=1
AqAD - a,ADrquH +Zn:¢]m,m AquI +i¢{\D,HDAthD +Zn:ajAD,AI Aqu +ZH:¢JAD,ADAqlAD +ZH:¢JAD,NI AqN' +Zn:¢]AD‘NDAqlND +€‘AD
j=1 j=1 j=1 j=1 =1 =1
AqNI - aNuﬁqH +Z":¢iv|,m Aqu +Z”:¢J\II,HDAthD +Z":¢Ju| Al Aqu +Z":¢Ju| ,ADAqAD +Z":¢Ju|,m AqNI +Z":¢{v| ,NDAqND +€tNI
j=1 j=1 j=1 j=1 =1 =1

n n n n n n
AqND — a,NDrIBqH + zﬂuo,m AquI + Z#MD,HDAquD + zqdjm,m AqA| + zqdjm,ADAthD + zﬁjuo.m AqNI + z@D.NDAqND + E[ND
j=1 j=1 j=1 j=1 =1 i=1
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whereq' =(¢"",q"™,q" ,q*",q" ,q"") is the transposed quote-midpoint vector.e@oh

stock-day we obtain the optimal lag lengthirf eq. [6]) using the SBIC. We determine
the number of linearly independent co-integratielatronships (the co-integration rank)
using the trade statistic proposed by Johansen5§198nder the assumption that the
difference of any two quote midpoint seriesqirs co-integrated of order (1,1), the co-
integration rank should be equal to five. This ctually the case for all stock-days
except for 10 cases. We exclude those abnormak-si@mg observations. For the same

reason, the co-integrating matfhshould look like

1 -1 0 0 0 O]
1 0 -1 0 0 O
=1 0 0 -1 0 O
10 0 0 -1 0
1 0 0 0 0 -1

We do not restrict thes coefficients, but our estimates corroborate thevab
assumption about this matrix with the co-integm@tivectors being the difference
between two of the quote midpoints i Finally, the error-correction vector

a' :(a”“ altt g N g0 g1 NP gl ) , forj = {HI, HD, Al, AD, ND, Hl} captures
the sensitivity of th¢-th quote to deviations from other trader-type/osiypre quotes.

The VEC model [6] can be written in a more comgaan as
Ag, =aBq, +B(L)AG, +¢ (67
The VMA representation of [67] is
Ag =W(L)g [7]
Co-integration entail§W(Q) =0 , with¥(1) = ZLHJJ. (e.g., Engle and Gemd987).

Under the assumption in [6], Hasbrouck (1995) shidves all the rows of the impact

matrix W(1) are identical
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o\ (¥

w(l) =
vs) \Y

the long-run impact become#, , and the long-rurewae is

Var (Am) =Var (gg,) =yQy/' [8]

To solve the identification problems that arise wkige contemporaneous correlation
between innovations is non-negligible, Hasbrouc®98) suggests using the Cholesky

factorization ofQ =FF' , so that the IS for a given inaten is

o eFl)

9
J ml/jr []

where [gl/F]j is thé-th element of the row vectagF ** The resulting factorization,

however, depends on the order of the variableshéngt vector. Equation [9] will

allocate a greater IS to the first quote in veqgtor

Hasbrouck (1995) proposes to obtain upper and ltwends on the IS of each quote
by rotating the ordering of the variables in theector. Unfortunately, that implies that
the IS approach can only determine the contributibeach market or quote within a
range. The width of this range depends on the ogmeaneous correlation across
guotes (e.g., Huang, 2002).

Baillie, Booth, Tse, and Zabotina (2002) and degJ@®02) both show that the price

impact vectory andr, , the orthogonal vector of therecorrection terma.a' =0
are equal up to a scale factgry = /v, that drops out in the IS measure in [9]. This

result largely simplifies the computation of thediBce it is not necessary to obtain the
VMA representation of the VEC model. Using thisuleswe compute the upper and
lower bounds of the IS of each trader-type/ordeetgair as

(C230)

IS; = ,
a.Qag

[10]

15 With correlated innovations the 1Ss are not idedisince the covariance terms could be
arbitrarily allocated between quotes.
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As in former analyses, the ISs are estimated foh estiock-day, and we report the
average IS across stock-days. Statistical sigméeais clustered by stock and day
(Thompson, 2011).
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